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Abstract. When patients with cancer develop depression, it is often left untreated. 
We developed a prediction model for depression risk within the first month after 

starting cancer treatment using machine learning and Natural Language Processing 

(NLP) models. The LASSO logistic regression model based on structured data 
performed well, whereas the NLP model based on only clinician notes did poorly. 

After further validation, prediction models for depression risk could lead to earlier 

identification and treatment of vulnerable patients, ultimately improving cancer care 
and treatment adherence. 
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1. Introduction 

Patients with cancer starting invasive treatment programs often develop depression that 

physicians struggle to recognize at an early stage [1,2]. We developed a prediction model 

for early identification of patients at risk for depression within the first month of chemo- 

or radiotherapy treatment to assist physicians and healthcare workers.   

2. Methods 

We included adult patients receiving cancer treatment from a comprehensive cancer 

center in the United States (2008-2022). Exclusion criteria were patients younger than 

18 years, no clinician notes within the two weeks prior to treatment or a depression 

diagnosis within the year prior to treatment. Depression was defined as a depression 

diagnosis via ICD-9 and ICD-10 codes. Depression risk was predicted within one month 

after the start of cancer treatment. We included several structured data features from the 

patient’s Electronic Health Record (EHR), like gender, age, cancer stage, history of 

depression, and patient email classification scores. We also included unstructured text 

data from clinician notes. Several machine learning (ML) models (e.g., LASSO logistic 

regression, random forest, gradient boosting decision trees) were compared to predict 
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depression risk on combinations of the structured data. Three (multimodal) Natural 

Language Processing models (DistilBERT [3]) were developed on different 

combinations of the structured data and unstructured data. We split data randomly for all 

models in the same 2/3 train and 1/3 test set. Model performance was measured via the 

area under the receiver operating characteristic curve (AUC) and calibration plots (slope 

and intercept). To identify potential fairness issues for specific demographic groups, 

calibration slope and intercept were also compared across gender and race/ethnicity. 

3. Results 

A total of 437 (3%) of 16,159 patients received a depression diagnosis within one month 

after the start of cancer treatment. The best performing ML model (LASSO logistic 

regression based on structured data) had an AUC of 0.74 (95% CI 0.71-0.78), whereas 

the model based solely on clinician notes performed poorly (0.50 AUC, 95% CI 0.49-

0.52). The model underestimated risks for female and Non-Hispanic Black patients and 

overestimated for male and Non-Hispanic Asian patients. 

4. Discussion 

The best performing model (LASSO logistic regression on structured data) had 

reasonable AUC and calibration. We found discrepant model calibration across 

race/ethnicity and sex. The miscalibration could result in a disproportionate amount of 

missed patients needing additional mental health resources in specific groups. A next 

step could be to apply bias mitigation techniques for in- or post-processing during model 

development, like threshold selection and recalibration within groups. 

5. Conclusion 

We developed a robust model to predict depression risk among patients with cancer and 

demonstrated the importance of structured data to predict depression risk. Future studies 

might improve the prediction of depression risk in patients with cancer by refining the 

outcome label and supplementing predictors with patient-reported outcome measures 

and social determinants of health.  
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