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Abstract. In this study, we classify the seizure types using feature extraction 

and machine learning algorithms. Initially, we pre-processed the 

electroencephalogram (EEG) of focal non-specific seizure (FNSZ), generalized 

seizure (GNSZ), tonic-clonic seizure (TCSZ), complex partial seizure (CPSZ) and 

absence seizure (ABSZ). Further, 21 features from time (9) and frequency (12) 

domain were computed from the EEG signals of different seizure types. XGBoost 

classifier model was built for individual domain features and combination of time 

and frequency features and validated the results using 10-fold cross-validation. Our 

results revealed that the classifier model with combination of time and frequency 

features performed well followed by the time and frequency domain features. We 

obtained a highest multi-class accuracy of 79.72% for the classification of five 

types of seizure while using all the 21 features. The band power between 11-13 Hz 

was found to be the top feature in our study. The proposed study can be used for the 

seizure type classification in clinical applications. 
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1. Introduction 

Seizure is an uncontrolled, rapid electrical disturbance in the brain which makes the  
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patient vulnerable and risky [1]. It is medically divided into two primary groups

depending on the degree to which brain areas are impacted as focal and generalized

seizures. Focalseizures are subdivided into simple and complex seizures based on the

patient’s level of awareness, affecting a specific area of the brain. Generalized seizures

that affect the majority of the brain are further classified as absence, tonic, atonic,

clonic, tonic-clonic, or myoclonic based on motor and non-motor symptoms [2]. 

Classification of seizure is very essential for accurate diagnosis and treatment. 

Electroencephalogram (EEG) is the most practical and cost-effective tool to diagnose

epilepsy among the presently available brain imaging techniques. The factors such as 

variability of symptoms across patients, poor inter-rater agreement, signal artefacts add

to the hindrance of the accurate interpretation of the EEG recording [3]. The manual 

mapping of the seizure type data with the help of clinical information involves huge 

amounts of time, resources and is prone to human errors. Hence, an automated seizure

type classification model is essential for im- proving the effectiveness of the seizure

patient management. In this study, we attemptedto classify the five seizure types such 

as focal non-specific seizure (FNSZ), generalizedseizure (GNSZ), tonic-clonic seizure 

(TCSZ), complex partial seizure (CPSZ) and ab- sence seizure (ABSZ) using the

feature extraction and machine learning models.

2. Methods

The process pipeline followed in this study is depicted in 1.

Figure 1. Pipeline of the study

We considered the EEG signals publicly available in the temple university seizure

corpus (TUSZ) ver. 1.5.2 dataset for our analysis [4]. The dataset consists of 3,050

seizures with diverse morphologies recorded from 300 patients. The recordings are of 

different seizure duration (mean: 97 seconds) and sampling rate (250-1000Hz).

Table 1.: List of features

Feature Domain Features
Time domain Features Root mean square, standard deviation, Hjorth 

mobility, teager energy, Higuchi fractal, hurst

exponent, mean line length, zero crossing rate,
entropy

Frequency domain Features Delta band power, high gamma band power, band 

power 0-2 Hz, band power 2-4 Hz, band power 14-
16 Hz, band power 19-21 Hz, band power 7-9 Hz,

band power 10-12 Hz, band power 11-13Hz, band

power 8-10 Hz,band power 20-22 Hz,peak
frequency
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Initially, the EEG segments that are solely responsible for seizures were extracted 

from the dataset. The start and stop time provided in the annotation file was used for 

extracting the different types of seizure. In order to preserve all the information in the 

signal, down sampling was not performed. Bipolar montage was applied to get the dif- 

ference of the electrode potentials. We preprocessed the considered signals using a notch 

filter of 60 Hz and a high pass filter (HPF) of 1 Hz [5]. Further, 9 time and 12 frequency 

domain features given in Table 1 were extracted from the seizure segments. The XG- 

Boost classifier was employed for the classification of the five types of seizures such as 

FNSZ, GNSZ, CPSZ, TCSZ and ABSZ. The performance of the classification model was 

cross-validated using a 10-fold method to evaluate the multi-class model accuracy 

(True positives / Total). We analyzed the effect of the classification model on time (9), 

frequency (12) and combination of time and frequency (9+12) features and identified 

the most important feature contributing to the classifier. The feature importance score 

of each feature was identified by averaging feature importance of each feature across 

10-folds. 

3. Results and Discussions 

Figure 2. Feature ranking result of XGBoost on time (left), frequency (middle), and all features (right) 

The feature ranking results using XGBoost feature importance method for time, 

frequency domain and time+frequency features are shown in Figure 2 (a-c). It can be 

observed that the zero-crossing rate, standard deviation, and root mean square were 

the top three-time domain features obtained by XGBoost ranking. Further, frequency 

domain features such as delta band power, band power 11-13 Hz and high gamma band 

power contributed well for the classification model. While we supplied all the time and 

frequency domain features to the XGBoost, we received the top five features as band 

power 11-13 Hz, zero crossing rate, delta band power, standard deviation, and Higuchi 

fractal. It can be noted that most of the top 5 features were from the time domain 

although the top feature is from the frequency domain. Our results show the influence 

of time and frequency domain features in the multi-class seizure classification. The 

classification accuracy was high while feeding the combination of time and frequency 

features to the model followed by the time and frequency domain features. We 

achieved a maximum classification accuracy of 79.72%. However, the average 10-fold 

cross-validation accuracy was 65.88% for the classification of five types of seizure 

using time+frequency features. Our study highlights the importance of utilising the 

combination of time and frequency features from time and frequency domain for the 
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classification model. 

This study can be extended by including more time, frequency and time-frequency 

features that would help in improving the performance of the model. A comparative study 

on different machine learning classifiers can be implemented to identify the best type of 

classifier for seizure type classification. After the examination of the best features, the 

model accuracy can be further improved by using deep learning neural techniques. The 

results of this study highlight the importance of the use of combination of different do- 

main features, this can be further extended for the identification of the best combination 

of features. The same study can be optimized further by comparing the performance with 

different scalp EEG seizure type dataset. 

4. Conclusions 

In this study, we investigated the performance of time and frequency domain features 

of EEG for multi-class seizure type classification. The XGBoost gradient boosting 

algorithm was implemented to evaluate the model performance and identify the 

important features. Our results indicate that the use of a combination of features from 

time and frequency domain increases the performance of the model. It can be inferred 

from our study that the use of best distinguishing features can fetch higher results. We 

obtained a highest of 79.72% classification accuracy and an average 10-fold accuracy of 

65.88% with the use of a minimal number of features. Our results show that the band 

power 11-13 Hz significantly contributes to the classifier. The proposed model with the 

combination of different domain features has potential application value for clinical 

systems. 
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