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Abstract. Around 10% to 20% of patients experience Long COVID after recovering 

from COVID-19. Many people are turning to social networks such as Facebook, 
WhatsApp, Twitter, etc., to express their opinions and feelings regarding Long 

COVID. In this paper, we analyse text messages in the Greek language posted on 

the Twitter platform in 2022 to extract popular discussion topics and classify the 
sentiment of Greek citizens regarding Long COVID. Results highlighted the 

following discussion topics: Greek-speaking users discuss Long COVID effects and 

time required to heal, Long COVID effects in specific population groups like 
children and COVID-19 vaccines. 59% of analysed tweets conveyed a negative 

sentiment while the rest had positive or neutral sentiment. The analysis shows that 

public bodies could benefit from systematically mining knowledge from social 
media to understand public’s perception of a new disease and take action. 
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1. Introduction 

Long COVID syndrome is defined by the World Health Organization (WHO) as the 

continuation or development of new symptoms three months after the initial COVID-19 

infection, with these symptoms lasting for at least two months with no other explanation 

[1]. In Greece, a questionnaire was filled by patients that suffered from Long COVID 

and 66.8% claimed that their symptoms linger for more than six months [2]. 

Social Media platforms like Twitter are widely used by citizens who express their 

opinions and reactions and therefore constitute a suitable source to assess what the 

population is talking about in real-time [3]. In order to systemically monitor what people 

are saying, natural language processing is used. Topic Modelling and Sentiment Analysis 

are methods that have been used extensively in literature to mine knowledge from social 

media especially in the advent of  COVID-19 [4, 5]. 

In this paper, a study is presented which analyses posts on Twitter, regarding Long 

COVID to better understand the opinions and sentiments of the Greek public. The 
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objective of this study is two-fold: a) to extract most discussed topics about Long COVID 

on Twitter in Modern Greek and b) to categorise the sentiment of those tweets.

2. Methods

Tweets were extracted through Twitter’s API using Python. In order to construct the 

dataset the following filters were applied: tweets were posted between January 1st and 

31st December 2022, in Greek language and contained either the words ‘Long COVID’ 

or #longCOVID. 1000 of all tweets were saved in a dataset which, in turn, was 

preprocessed. Accents were removed and all words were transformed to lower case so 

that they could be easily compared to each other. Then, the following words were 

removed:

� Links, usernames and words that were used for extracting the dataset

� Greek stopwords combining nltk stopwords [6] and stopwords-iso lists [7]

� Words that consisted of three or less characters

� Greek words for COVID (‘κορωνοιός’) and pandemic (‘πανδημία΄) as well as 

other ways these words are written

� Tweets that were deemed duplicate

A wordcloud as shown in Figure 1 was produced to highlight most common words.

Figure 1. Wordcloud for the dataset

An important step to reduce further the variations of the same word is lemmatisation.

To this end, spacy pipeline was used [8].

Two different topic modelling methods were employed to reveal discussion topics. 

The first one was Latent Dirichlet Allocations (LDA) through Gensim’s open-source 

library. After tokenising tweets, a dictionary was created. The dictionary included all the 

words apart from those that appeared in less than two tweets or appeared in more than 

99% of the corpus. In order to identify best number of topics, all numbers of topics 

between 2 and 19 were tried and their performance was evaluated based on the coherence 

score. As shown in Figure 2 the coherence score varied between 0.43-0.52. 

Figure 2. Coherence score per number of topics
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The second method used was Gibbs Sampling Dirichlet Multinomial Mixture 

(GSDMM) which is more suited to shorter texts and more specifically, the rwalk [9].  

Regarding sentiment analysis, less pre-processing was required to avoid altering the 

sentiment of the sentence. On the original dataset, usernames, links, accents and 

duplicate tweets were removed and all words were lower-cased, leaving the dataset with 

937 tweets. Greek-BERT was used which has been trained solely in Greek texts [10]. To 

overcome the challenge of lack of a training set, a dataset that is available online and 

classifies the sentiment of e-commerce reviews[11] into negative and positive was used. 

This restricted the range of sentiments that could be used but created a training dataset 

with 6552 reviews. Model achieved an approximated accuracy of 94% compared to a 

human annotator’s classifications on our Long COVID dataset as shown in Table 1. 

3. Results 

Following pre-processing, a wordcloud was created on the dataset (Figure 1). Most 

popular words were: symptoms, children, years, why and patients. Followed by: study, 
vaccines, months and mask. Since the coherence score for the LDA implementation did 

not vary significantly between the numbers of topics we assessed, 5 topics were selected 

(with a coherence score of 0.45) so that they could be easier assessed and apprehended 

by a human. As shown in Figure 3, for each topic, 5 most popular words were printed. 

First topic is concerned with health and time required to heal after Long COVID. The 

second topic concerns Long COVID symptoms. Third topic is similar to the first one. 

Fourth topic concerns children and applying masks and the fifth topic discusses COVID-

19 vaccines and their relationship to Long COVID. 

 

Figure 3. LDA topics 

For a direct comparison, 5 topics were also pre-defined in GSDMM, as shown in 

Figure 4, which achieved a coherence score of 0.40. Topic results were quite similar to 

the ones produced by LDA. Overall, LDA showed a better performance (evaluated on 

the coherence score), though both methods have a lot of room for finetuning. 

 

Figure 4. GSDMM topics 

 Greek-BERT was applied for tweets sentiment analysis. Out of the 937 tweets, 555 

had a negative sentiment while 382 positive. A sample of the tweets (457) was annotated 

by a human. The comparison, as shown in Table 1, showed a model accuracy of 94% 

(6% of the sample was mis-classified). Human inspection revealed some of the positive 

tweets could be re-classified as neutral if more categories were applied in training. 
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Table 1. Human classification versus Greek-BERT on a sample of the dataset 

Results(Human/BERT) Count Percentage 

Positive/Positive 169 0.370 

Positive/Negative 2 0.004 

Negative/Negative 261 0.571 

Negative/Positive 25 0.055 

 

4. Discussion and Conclusions 

 In this paper, we examined sentiments and discovered key topics in Long COVID-

related messages posted by Twitter users in Greece for the year 2022. Topic Modelling 

revealed approximately 5 topics (but 4 discreet ones to the human eye), with no special 

differentiation between LDA and GSDMM, even though LDA performed better on 

coherence score. With regard to the sentiments produced by the model, 59.2% of the 

tweets carried a negative sentiment and 40.7% carried a positive or neutral sentiment 

showing that public bodies could benefit of such kind of models to better understand 

public’s perception of a new disease and take action where needed. Our results in terms 

of percentages are similar to an earlier study on Greek tweets that analysed reactions to 

the COVID-19 vaccines [4]. Further studies in this area could investigate a bigger range 

of emotions as well as topics in specific emotions so that actions could be more targeted. 
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