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Abstract. Natural Language Processing (NLP) is a powerful technique for 
extracting valuable information from unstructured electronic health records (EHRs). 
However, a prerequisite for NLP is the availability of high-quality annotated 
datasets. To date, there is a lack of effective methods to guide the research effort of 
manually annotating unstructured datasets, which can hinder NLP performance. 
Therefore, this study develops a five-step workflow for manually annotating 
unstructured datasets, including (1) annotator training and familiarising with the text 
corpus, (2) vocabulary identification, (3) annotation schema development, (4) 
annotation execution, and (5) result validation. This framework was then applied to 
annotate agitation symptoms from the unstructured EHRs of 40 Australian 
residential aged care facilities. The annotated corpus achieved an accuracy rate of 
96%. This suggests that our proposed annotation workflow can be used in manual 
data processing to develop annotated training corpus for developing NLP algorithms. 
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1. Introduction 

Machine learning models have been powered by electronic health records (EHRs) [1], 

primarily relying on structured data from EHRs [2]. However, unstructured data, such as 

nursing notes, contain rich information that should not be ignored in machine learning 

[2,3]. Natural language processing (NLP) is required to extract useful information from 

unstructured data. However, it is challenging effectively utilise this data in NLP, which 

requires manual feature and label extraction, a time-consuming and labor-intensive 

process [4]. The availability of high-quality annotated text corpora [5-7] is critical for 

the performance of NLP algorithms. 

Three methods for annotating text corpora are manual, semi-automatic, and 

automatic annotation [8]. Manual annotation, although the highest quality, often falls 
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below expectations due to a lack of effective guidance methods [9]. To address this, we 

propose a five-step workflow for manual annotation of unstructured EHRs. 

2. Methods 

We used a combination of literature review and expert-led, experience-based approach 

[10] to develop the five-step workflow for manual annotation of free-text data. We drew 

upon existing workflow and incorporated additional steps based on experts' experience 

to formulate the five-step workflow: (1) annotator training and reaching familiarity with 

the text corpus, (2) vocabulary identification, (3) annotation schema development, (4) 

annotation execution, and (5) result validation. 

2.1. Step 1: Annotator training and familiarising with the text corpus 

To ensure novice annotators understand the annotation purpose, it is beneficial to pair 

them with domain experts during the initial annotation task [10,11]. The domain experts 

can provide training, help them grasp the domain, and explain the different presentations 

of clinical terms. Annotators need to thoroughly review all data items and record relevant 

information for the specific topic. Domain experts can use the "think aloud" approach 

[12] to share their thoughts and comprehension with the annotators, facilitating their 

understanding of the data and its variations. This process continues until annotators gain 

confidence and familiarity with the data. 

2.2. Step 2: Vocabulary identification 

Once annotators are familiar with the text corpus, a coding dictionary is established as 

the annotation standard. It includes terms representing domain concepts with clear 

definitions [11]. The dictionary helps annotators determine which variables to annotate. 

It can be generated from existing ontologies like the Systematized Nomenclature of 

Medicine - Clinical Terms or manually created by domain experts analyzing EHRs. 

2.3. Step 3: Annotation schema development 

A standardized annotation schema ensures accurate and consistent annotation. It should 

encompass all relevant text in the EHRs and be applicable to the specific annotation 

project [9]. The schema is developed through two iterations. Initially, each annotator 

annotates a minimum of ten notes to create an initial schema, followed by discussions 

and consensus. In the second iteration, each annotator independently annotates 15 to 20 

notes and compares results to reach agreement. The annotation process iterates with the 

updated schema until a complete and accurate annotated corpus is achieved. New terms 

not in the coding dictionary may be encountered during annotation. If deemed necessary, 

they should be added to the coding dictionary. 

2.4. Step 4: Annotation execution 

Annotators can use the final annotation schema to conduct annotation tasks, which can 

be recorded on a Microsoft Excel spreadsheet. The first column can be the patient 
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identifier. The second records the original text data. The rest columns record the label or 

features, which can be diseases, symptoms, or interventions, in binary format. Presence 

is annotated as "1", absence is "0". For example, if the original text is "He was refused 

to take medication" the corresponding agitation symptom is "refusal to care". Therefore, 

the target term is "refused to take medication", and the presence is "1". 

2.5. Step 5: Result validation 

To evaluate annotation performance, a 10% random sample of notes will be compared 

to the "ground truth" annotations by domain experts. Metrics such as precision, recall, F-

score, and Kappa statistics will be used to measure accuracy and interrater reliability. 

These results will inform improvements to the annotation schema developed in Step 4. 

3. Results  

We conducted a case study to validate the effect of the five-step annotation workflow 

using the nursing progress notes of 4,445 residents from 40 residential aged care facilities 

(RACFs) in Australia. We followed the corresponding five steps to annotate the nursing 

progress notes to identify agitation symptoms. The study acquired ethics approval. 

3.1. Step 1: Annotator training and familiarising with the text corpus 

The annotator was trained by a registered nurse with more than ten-year work experience 

in Australian RACFs, and the two health informatics experts through six 2-hour Zoom 

meetings. They read ten notes of ten residents randomly extracted from the 40 RACFs 

to familiarise themselves with the content and discuss their understanding of the detailed 

information used to describe agitation symptoms (e.g., types of agitation).  

3.2. Step 2: Vocabulary identification 

An ontology, Dementia-Related Agitation Nonpharmacological Treatment Ontology 

[13], was selected as the base of the coding dictionary for annotation. It is the first 

comprehensive knowledge representation of nonpharmacological management for 

agitation in dementia, developed and evaluated by domain experts [13]. It summarised 

67 agitation symptoms and their related definitions and synonyms. A three-hour Zoom 

meeting was conducted to discuss the content of each agitation symptom in ontology 

(e.g., the term definition and synonyms). 

3.3. Step 3: Annotation schema development 

We used an Excel spreadsheet to annotate the notes as it is easy to transfer data between 

different platforms. We randomly selected 55 notes from 2,024 notes (one note per 

resident) to develop the annotation corpus, using 40 notes to develop the annotation 

schema and 15 for validation. 
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3.4. Step 4: Annotation execution 

We spent 334 hours developing the annotation schema using the DRANPTO coding 

dictionary. Our annotations used color coding, with red for agitation symptoms and green 

for "false positives." Out of 1,000 notes, 680 recorded dementia agitation symptoms. 

From these annotations, we identified 67 specific agitation symptoms to develop a rule-

based NLP algorithm [14]. The F-score of the NLP algorithm is 89%.  

3.5. Step 5: Result validation 

We used Python programming language to randomly select 50 nursing notes for 

validation. The annotation error was used to refine the annotation schema. The accuracy 

of the annotation results reached 96%. 

4. Discussion  

We proposed workflow successfully annotated agitation symptoms in 680 out of 1,000 

unstructured EHR notes, achieving a validated accuracy rate of 96% in a random sample 

of 50 annotations. Despite being labor-intensive and time-consuming, this five-step 

workflow can be applied to various annotation tasks, providing accurate training data for 

developing NLP algorithms. In our case study, we used the annotated corpus to develop 

a rule-based NLP algorithm specifically for extracting agitation symptoms [12]. 

The critical steps for achieving efficiency and quality of annotation are Step 1, 

annotator training and familiarising with the text corpus, and Step 3, annotation schema 

development. The importance of annotating the negative rules to reduce "false positive" 

cannot be undermined for the performance of the downstream NLP algorithm. 

Our study had limitations due to resource constraints, leading to only one annotator 

performing the task. However, the annotator received training from three experienced 

domain experts to enhance accuracy. The time-consuming nature of the annotation task 

can cause annotator fatigue and increase error rates. To address this, the annotator took 

regular breaks at half-hour intervals to remain vigilant and reduce errors. 

5. Conclusions 

In response to the critical need to develop a high-quality machine learning data set, this 

study proposes a five-step workflow to manually annotating unstructured free-text EHR 

dataset. The usability of this workflow was demonstrated by applying it in a case study 

to annotate agitation symptoms from the unstructured EHRs, which reached a 96% 

accuracy rate. Therefore, our five-step workflow can be used to guide the manual 

annotation of free-text corpus for the downstream NLP tasks. 
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