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Abstract. In the United States, more than 12% of the population will experience 
thyroid dysfunction. Patient symptoms often reported with thyroid dysfunction 
include fatigue and weight change. However, little is understood about the 
relationship between these symptoms documented in the outpatient setting and 
ordering patterns for thyroid testing among various patient groups by age and sex. We 
developed a natural language processing and deep learning pipeline to identify patient-
reported outcomes of weight change and fatigue among patients with a thyroid 
stimulating hormone test. We built upon prior works by comparing 5 open-source, 
Bidirectional Encoder Representations from Transformers (BERT) to determine 
which models could accurately identify these symptoms from clinical texts. For both 
fatigue (f) and weight change (wc), Bio_ClinicalBERT achieved the highest F1-score 
(f: 0.900; wc: 0.906) compared BERT (f: 0.899; wc: 0.890), DistilBERT (f: 0.852; wc: 
0.912), Biomedical RoBERTa (f: 0.864; wc: 0.904), and PubMedBERT (f: 0.882; wc: 
0.892). 
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1. Introduction 

In the United States, an estimated 20 million Americans have thyroid dysfunction [1]. 

The symptoms of hypothyroidism and hyperthyroidism are myriad and nonspecific, 

particularly in older individuals and thus testing is required to distinguish thyroid disease 

from other etiologies [2]. Prominent symptoms reported by patients include fatigue 

and weight change, with weight loss from thyroid overactivity and weight gain from 

underactivity [3,4]. In order to understand the relationship between symptoms of fatigue 

and weight change in the outpatient setting and ordering patterns for thyroid testing in 

academic medical centers, we must be able to reliably identify documented symptoms in 

the electronic health record (EHR). However, in the EHR, symptoms are often under-coded 

using billing codes and documented in the clinical free-texts. Natural language processing 
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and deep learning approaches can extract symptoms from a large corpus of clinical texts. 

Several open-source Bidirectional Encoder Representations from Transformers (BERT) 

frameworks have been trained on large corpora. However, BERT is largely understudied 

as a viable approach to symptom detection. Our study aims to determine how well each 

BERT framework identifies fatigue and weight change symptoms from clinical texts and 

how one can intuitively interpret the prediction by a BERT model. 

2. Methods 

This pilot study was approved by the University of Pennsylvania Institute Review Board. 

Clinical notes reviewed by the annotators were de-identified using De-ID [5] and PHIlter 

[6]. Co-authors SH and ES created a dataset for patient-reported outcomes extraction. 

We identified patients greater than 18 years of age who had at least one TSH test result 

and thyroid medication order between January 1, 2015 through December 31, 2019. We 

excluded any patients who had at least one or more of the following exclusionaries includ- 

ing thyroid medications, combination thyroid hormone therapy, T3 therapy, antithyroid 

medications, generic amiodarone, brand amiodarone, checkpoint inhibitors as well as 

diagnoses in their encounter of hypo function and other disorders of the pituitary gland, 

multiple myeloma, hypothyroidism, hyperthyroidism, thyroid cancer, or pregnancy. We 

randomly sampled 200 patient encounters and their associated outpatient clinical notes 

from family medicine and endocrinology generated in the visit preceding their first TSH 

test and thyroid medication order. 

2.1. Annotating Patient-Reported Outcomes 

Author AC led creation of an annotation scheme for encoding fatigue and weight change 

described in clinical notes. For fatigue, we created 2 classes to encode sentences from 

the text: fatigue affirmed reported fatigue experienced recently by the patient, and not 

fatigue affirmed reported fatigue as denied or absent, in the past, or reason associated 

with reported fatigue, e.g., insomnia. For weight change, we created 2 classes to encode 

sentences from the text: weight change perceived or actual increase or decrease in weight 

and no weight change reported failed attempt at increase or decrease in weight, unchanged 

weight, plans or desires for weight change, or reason associated with reported weight 

change, e.g., edema. Co-authors KW and SJ iteratively annotated 5 batches of clinical 

notes with consensus review to formulate the annotation schema. We report their final 

IAA using three metrics: Cohen’s kappa, Krippendorf’s Alpha, and F1-score. 

2.2. Classifying Patient-Reported Outcomes 

To determine how well open-source BERT frameworks identify thyroid dysfunction- 

related symptoms from clinical texts, we fine-tuned 5 different BERT-based language 

models (LMs) to predict these symptom classes. 
 

• BERT1 is a Transformer architecture-based model pretrained on the entire 

English Wikipedia dataset using two distinct self-supervised tasks, masked 

language modeling (MLM) and next sentence prediction (NSP). 
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• DistilBERT2 uses an approximation technique called knowledge distillation in 

the pre-training phase to retain 97% of BERT’s original capabilities while being 

less than half the size of the model [7]. 

• Biomedical RoBERTa3 is an off-shoot of the RoBERTa model, which diverges 

from the original BERT model by foregoing the NSP task, using dynamically 

changing masking patterns in the pretraining and training on a larger dataset that 

includes the Books Corpus and Common Crawl Dataset. This specific model 

deploys a second phase of domain-adaptive pretraining continued from 

RoBERTa on 2.68 million scientific papers from Semantic Scholar [8]. 

• PubMedBERT4 is a domain-specific BERT language model trained on PubMed 

ab- stracts from scientific articles, explicitly for the purpose of comparing them 

against continual pretraining of general-domain language models on a 

comprehensive set of biomedical NLP benchmarks. 

• Bio_Clinical BERT5 is a pre-trained BERT language model initialized from 

PubMed article abstracts and PubMed Central article full texts then tuned using 

a clinical corpus of notes from the Medical Information Mart for Intensive Care 

(MIMIC version III) dataset. 

Author SH trained all classifiers on a 5-partition cross-validated dataset with stratified 

randomized folds. Hyperparameter optimization for the fine-tuning process was conducted 

with a Tree-structured Partizen Estimator sampling function and the F1-score as a primary 

evaluation metric using Optuna. 

3. Results 

We conducted an annotation and automation study of symptoms described by patients and 

documented by clinicians in clinical notes. We also applied a novel visualization approach 

for interpreting deep learning algorithms based on textual clues within the sentence. 

3.1. Annotating Patient-Reported Outcomes 

We assessed inter-annotator agreement. A1 review of A2 annotations resulted in IAA: Co- 

hen’s kappa=0.944, Krippendorf’s Alpha=0.983, and F1 = 0.981. Conversely, A2 review 

of A1 annotations resulted in IAA: Cohen’s kappa=0.953, Krippendorf’s Alpha=0.992, 

and F1 = 0.964. Across both datasets, fatigue affirmed and no weight change were the 

most frequent observed classes. 

3.2. Classifying Patient-Reported Outcomes 

In Table 1, we observe the model performance on the test set for predicting a sentence 

as fatigue affirmed or weight change. Overall, we observed high performance across all 

BERT frameworks. For fatigue affirmed, the highest F1-score (as well as log loss, 

accuracy, and precision) was achieved by Bio_ClinicalBERT (F1: 0.900) followed by 

BERT (F1: 0.899). In terms of recall (R), BERT (R: 0.900) and Biomedical RoBERTa 

(R: 0.900) outperformed Bio_ClinicalBERT (R: 0.894). For weight change, the highest 

F1-score and all other measures was also achieved by Bio_ClinicalBERT (F1: 0.906) 

followed by Biomedical RoBERTa (F1: 0.904). Biomedical RoBERTa achieved equal 

recall to Bio_ClinicalBERT. 
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Table 1. Model performance by language model for fatigue affirmed and weight change. 
 

Language Models Log Loss Accuracy Precision Recall F1 AUROC 

Fatigue Affirmed 

BERT 0.139 0.954 0.898 0.900 0.899 0.935 

DistilBERT 0.180 0.916 0.894 0.736 0.727 0.852 

Biomedical RoBERTa 0.172 0.935 0.832 0.900 0.864 0.923 

PubMedBERT 0.131 0.947 0.890 0.879 0.882 0.923 

Bio_ClinicalBERT 0.130 0.956 0.908 0.894 0.900 0.934 

Weight Change 

BERT 0.215 0.918 0.863 0.919 0.890 0.919 

DistilBERT 0.232 0.912 0.855 0.911 0.881 0.912 

Biomedical RoBERTa 0.197 0.928 0.872 0.941 0.904 0.931 

PubMedBERT 0.212 0.921 0.869 0.916 0.892 0.920 

Bio_ClinicalBERT 0.194 0.930 0.874 0.941 0.906 0.932 

 

In Figure 1, we visualize the word feature contribution using SHapley Additive 

exPlanations (SHAP) values as an indicator of force to either increase (pink) or decrease 

(blue) the prediction toward the position class (e.g., fatigue affirmed and weight change). 

For the subjective symptom expression “Pt complaining of feeling sleepy all day” indicat- 

ing of fatigue affirmed, the pink terms “feeling” and “sleepy” provide a greater force 

for predicting fatigue affirmed compared to the other terms in the sentence. Conversely 

for the sentence “...Negative for chills, fever, malaise, fatigue and weight loss”, terms for 

“weight” and “loss” as well as the negations term “negative” are strongly colored blue. In 

aggregate with other terms, this forces the prediction to no weight change. 

 
Figure 1. Sentence visualized using SHapley Additive exPlanations (SHAP) values for two example sentences. 

4. Discussion 

Unsurprisingly, Bio_ClinicalBERT outperformed the other BERT-based architectures for 

classifying statements of fatigue affirmed (F1: 0.900) and weight change (F1: 0.906). This 

demonstrates the added value of using domain-specific contextual embeddings that can 

accurately capture the clinical sublanguage used by clinical staff documenting information 

in the EHR. However, the performance by the remaining models was still comparable. We 

suspect that statements of fatigue affirmed and weight change are likely stated similarly in 

clinical texts, scientific literature, and non-clinical texts. Also, the number of statements 

using medical jargon were few. Compared to Bio_ClinicalBERT, the DistilBERT language 

model achieved reasonable performance for fatigue affirmed (F1: 0.727) and weight 

change (F1: 0.881) with less computational time, representing a reasonable baseline. 

Although, we focused on automation of only two thyroid dysfunction symptoms from 

our schema, this methodology could be applied broadly to assess symptoms of fatigue 
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and weight change in numerous conditions, including in cancer and specifically to assess 

patient response to thyroid dysfunction therapy. 

5. Conclusions 

We learned that patient-reported symptoms associated with thyroid dysfunction could be 

reliably annotated from clinical notes. State-of-the-art BERT models applied using a 

transfer learning approach can support classification of thyroid dysfunction symptoms 

from clinical text while maintaining model explainability. 
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