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Abstract. Parkinson’s disease is a chronic progressive neurodegenerative disease 

with highly heterogeneous symptoms and progression. It is helpful for patient 

management to establish a personalized model that integrates heterogeneous 
interpretation methods to predict disease progression. In the study, we propose a 

novel approach based on a multi-task learning framework to divide Parkinson's 

disease progression modeling into an unsupervised clustering task and a disease 
progression prediction task. On the one hand, the method can cluster patients with 

different progression trajectories and discover new progression patterns of 

Parkinson’s disease. On the other hand, the discovery of new progression patterns 
helps to predict the future progression of Parkinson’s disease markers more 

accurately through parameter sharing among multiple tasks. We discovered three 

different Parkinson’s disease progression patterns and achieved better prediction 
performance (MAE=5.015, RMSE=7.284, r2=0.727) than previously proposed 

methods on P kinson’s Progression Markers Initiative datasets, which is a 

longitudinal cohort study with newly diagnosed Parkinson’s disease. 
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1. Introduction 

Parkinson’s disease (PD) is a chronic progressive neurodegenerative disorder [1]. Inter-

individual and intra-individual variabilities in PD leads to uncertainty of diagnosis, 

especially in the early stages, so developing highly personalized methods for accurate 

prediction of PD progression is necessary [2]. 

Recent studies about PD progression based on statistical analysis, machine learning 

and classical deep learning have been reported [3-5] but it’s difficult to balance the 

prediction accuracy and prediction interpretability due to the large heterogeneity of PD 

symptoms. Besides, probability graph models have been proposed to discover different 

PD states and depict the disease progression trajectory [6]. However, the disease states 

cannot be well evaluated on account of the lack of powerful assessment methods. 
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Gaussian process (GP) is a popular non-parametric model which is suitable for 

personalized prediction of temporal data [7,8]. Ingyo et al. proposed a GP-based deep 

mixed-effect framework (DME-GP), which combined neural networks with multiple 

GPs [9]. Although these models have relatively good prediction performance, they 

cannot well explain the clinical heterogeneity of PD which has been proved [1,2]. 

To address the problems mentioned above, we propose a novel multi-task learning 

framework that divides PD progression modeling into a disease progression prediction 

task and an unsupervised clustering task. 

2. Methods 

2.1. Disease Progression Model Based on Multi-task Learning Framework 

An overview of the flow chart of disease progression model based on multi-task learning 

framework is shown in Figure 1 (with the total clusters count C=3 as an example). 

 

Figure 1. Flow chart of disease progression model based on multi-task learning framework. 

As is mentioned obviously [9], a GP-based deep mixed-effect framework contains 

global function and personalized function for the ��� patient. We assume that the ��� 

patient belongs to the ��  cluster, so the multi-task learning framework can be 

represented as Eq. (1), where ��	
 , ���
�	
  and ���
��
  respectively model the 

common trends of all patients, the ��� patient and each cluster of patients. We use GP 

to represent ���
�	
  and ���
��
 . We assume that the difference between different 

clusters can be reflected in the kernel function. So, the overall kernel function can be 

represented as Eq. (2)  where ���
�	�	
  is the covariance function of GP. All the 

covariance functions in the paper use the common squared exponential kernel (RBF). 

��� is the Kronecker delta function. ��
�  is the cluster centroid of the ����cluster which 

will be explained further in the section 2.2. We use RNN to represent ��	
 to capture 

complex patterns in high-dimensional medical data in a relatively easy way to compute. 

Finally, the framework is represented as Eq. (3) and the loss �������� can be computed. 

���
���
 � ����
 � ���
���
 � ���
���
 (1) 

C. Pan et al. / Personalized Prediction of Parkinson’s Disease Progression766



��  ����
� ��!
��
" � ��� 	 ���
  ����
 � ��

�� ��!
��
 � ��!

#"$ (2)$
���
���
$ %$ &'(��)�*+
� ���
�)�� )�!*,�� ��
- (3) 

�������� � . �/�0�1�*2�� +� 34�� 3��� ,�
5
�67  (4) 

The goal of the learning is to maximize the marginal log-likelihoods �������� and 

meanwhile minimize the clustering loss ��89:���  . In order to ensure that the initial 

clustering centroids can effectively represent data, we first carried out on the marginal 

log-likelihood function training. Then, the hidden layers outputs are fully connected to 

traditional clustering to obtain initial clustering labels and initial clustering centroids. 

Finally, the clustering and prediction parameters are optimized based on Adam algorithm. 

2.2. Clustering Layer 

A clustering layer is added after hidden layer of the deep model, to obtain the cluster 

label of each patient and integrate heterogenous information. Firstly, traditional 

clustering method is used to cluster the output signal of the initial hidden layer and 

average the signals of each cluster to obtain the initial label. Then, the similarity ;��� <
 
between the ���  patient and different centroids and the soft assignment probability 

distribution =��  based on the student t-distribution kernel are computed. In the paper, 

we use Complexity Invariant Similarity (CID) [10] as the similarity measurement. 

Finally, the cluster label is assigned with the largest probability and the cluster centroids 

are re-estimated. KL divergence is used to compute the loss ��89:���   between the 

probability distribution =��   and the target probability distribution 0��  . Since it’s 

unsupervised learning and we cannot know the true probability distribution 0��  , 

auxiliary distribution [11] is considered as the target distribution. 
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3. Results 

3.1. Dataset 

Data used in the paper was obtained from the Parkinson’s Progression Markers Initiative 

(PPMI) database. The PPMI database was accessed on June 23, 2022 and be integrated 

into a PD dataset containing 361 patients, of which had 9-16 follow-up visits among 3-8 

years with 95 variables. Our prediction target is the MDS-UPDRS Part III score in final 

year, which is a relatively recognized marker of movement progress [3-5]. 

3.2. Prediction Performance 

We compared the proposed method with general GP, classical RNN (LSTM, GRU) and 

DME-GP. Ten-fold cross validation was used for evaluation. The prediction results are 
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shown in Table 1. Our proposed model has the relatively best prediction performance, 

and the best performance is obtained when the cluster count is specified as 3. The t-test 

was used to assess the statistical significance of the difference between DME-GP and our 

proposed model (C=3). The p-value were 0.006, 0.018 and 0.003 respectively for MAE, 

RMSE and R2, indicating the model performance is significantly improved. 

Table 1. Comparison of performance in predicting PD progression. 

Model MAE RMSE R2 

GP 5.506 8.300 0.646 

RNN 5.593 7.932 0.676 

LSTM 5.534 7.887 0.680 
GRU 5.397 7.648 0.699 

DME-GP 5.222 7.392 0.719 

Proposed Method(C=2) 5.184 7.326 0.724 
Proposed Method(C=3) 5.015 7.284 0.727 
Proposed Method(C=4) 5.252 7.403 0.718 

3.3. Clustering Results 

Progression patterns in different clusters when cluster count is specified as 3 are showed 

in Figure 2. The thickness of the lines represents the count of patients in the clusters. We 

can see that two progression patterns are identified among population, where the score 

remains at a relatively low level and even drops in the later stages in cluster 1, while the 

score fluctuates widely from low level to high level in cluster 2. 

 

Figure 2. Progression patterns in different clusters when cluster count is 3. 

4. Discussion 

Our approach focuses on the heterogeneity in PD progression through integrating the 

different progression patterns information obtained by the clustering layer into the kernel 

function of GP so that the model gains a better interpretability than classical neural 

networks [4,5] and a better prediction performance than other previously proposed 

methods such as DME-GP [9]. This confirms that integrating heterogeneity interpretation 

is helpful to improve the prediction performance of the models which has been proved 

in some studies [12,13]. 

In addition, unlike the probability graph models [6], the clusters we obtained are 

specific to patients rather than disease states, which is clinically more meaningful. 

Furthermore, the approach can predict disease progression while clustering, thus 
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providing effective assessment indicators that can be replicated on other data sets. 

5. Conclusions 

In the paper, we propose a novel approach based on a multi-task learning framework. 

The results show that the method can cluster patients with different progression 

trajectories and discover new progression patterns which helps to predict the future 

progression more accurately than previously proposed methods. 
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