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Abstract. Clinical prediction models are increasingly used across healthcare to 
support clinical decision making. Existing methods and models are time-invariant 
and thus ignore the changes in populations and healthcare practice that occur over 
time. We aimed to compare the performance of time-invariant with time-variant 
models in UK National Adult Cardiac Surgery Audit data from Manchester 
University NHS Foundation Trust between 2009 and 2019. Data from 2009-2011 
were used for initial model fitting, and data from 2012-2019 for validation and 
updating. We fitted four models to the data: a time-invariant logistic regression 
model (not updated), a logistic model which was updated every year and validated 
it in each subsequent year, a logistic regression model where the intercept is a 
function of calendar time (not updated), and a continually updating Bayesian logistic 
model which was updated with each new observation and continuously validated. 
We report predictive performance over the complete validation cohort and for each 
year in the validation data. Over the complete validation data, the Bayesian model 
had the best predictive performance. 
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1. Introduction 

Clinical prediction models (CPMs) are increasingly used to assist in preventative 

decision making in healthcare [1]. CPMs use information about a patient to provide risk 

estimates for a certain outcome for the patient. For example, the European System for 

Cardiac Operative Risk Evaluation [2] (EuroSCORE) is a cardiac risk model for 

predicting mortality after cardiac surgery. This model is used to aid the clinician’s 

decision on whether they should perform surgery. The information from the model 

therefore needs to be accurate otherwise incorrect decisions could be made, impacting 

patient care and outcomes. EuroSCORE was published in 1999 and the accuracy of the 

model has diminished over time [3]. Degradation of CPMs used in clinical practice is 
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often observed and many models experience diminishing predictive performance over 

time [3]. The healthcare system is constantly evolving, and patient populations are 

changing while our CPMs remain time-invariant and do not consider this temporal nature 

of the data.  

A common approach to overcome this is periodic updating, where a CPM is revised 

based on most recent data [4]. Recently, other methods, known as dynamic prediction 

models [5], have been discussed to overcome model degradation, such as continuously 

updating Bayesian models [6] and varying coefficient models [7]. In this study we aim 

to investigate the predictive performance of time-variant and time-invariant modelling 

methods using a real-world cardiac dataset.  

2. Methods 

The National Adult Cardiac Surgery Audit (NACSA) registry collects data on major 

heart operations in the UK. It includes information on patient baseline demographics, 

risk factors for intervention, procedural details and patient outcomes. This study included 

NACSA data on all major heart operations from 1st January 2009 to 30th June 2019 from 

Wythenshawe hospital (Manchester University NHS Foundation Trust). The outcome 

was hospital mortality and all predictors included in EuroSCORE II, except heart failure 

classification and creatinine, were available in the data. All variables were defined as per 

EuroSCORE II [8], for example, recent myocardial infarction (MI) was defined as MI 

within the 90 days prior to surgery. Missing categorical data were imputed based on an 

assumption that missingness was equal to risk-factor absent, representing a plausible 

missingness mechanism for the registry data [9]. We choose to use the variables in 

EuroSCORE because we are predicting a very similar outcome and to ensure the study 

closely represents current CPM practice. Also, the aim of the study is to compare 

performance rather than derive new models. 

Four models were developed and validated in the data. The first model was a time-

invariant logistic regression model fitted to the data collected from 1st January 2009 to 

31st December 2011. The second was a yearly updated logistic regression model. This 

was identical to begin with as the first model but was then subsequently recalibrated at 

the start of each year [10]. The third model was a Bayesian time-variant model with 

continual updating [6]. The model was updated at each new observation and data were 

down weighted over time, by a ‘forgetting’ factor. We chose the effective window size 

[11] to be the same as the development set which resulted in a forgetting factor of 0.9997. 

This was chosen to ensure that the Bayesian model weighted individuals over time such 

that the sample size for each iteration was comparable to the time-invariant logistic 

model. Finally, the fourth model was a time-variant logistic model with varying 

coefficients developed using the data from 1st January 2009 to 31st December 2011. Only 

the intercept term was dependent on time and the functional form was assumed to be 

linear. This was chosen as it is the simplest varying coefficient model and if we modelled 

each of the coefficients as functions of time this would require a much larger sample size. 

The models were then validated in the data collected from 1st January 2012 to 30th 

June 2019. For each model we calculated the calibration-in-the-large (CITL), calibration 

slope, discrimination (C-statistic) and the observed-expected (OE) ratio for each year 

separately. Calibration measures how well the model predictions match the observed data 

and discrimination refers to the models ability to distinguish between those with and 

without the outcome28,29 Prequential testing [12] was used to validate the continuously 
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updated Bayesian dynamic model. Each validation measure was calculated for each year 

of data in the validation data and over the complete validation data. All analyses were 

performed using R (version 3.6.2) and the dynamic models were fitted using functions 

adapted from the dma package [13]. All code and supplementary material can be found 

on github (https://github.com/David-A-Jenkins/MedInfo-2023). 

3. Results 

The final data comprised 10,770 individuals, 3021 between 1st January 2009 to 31st 

December 2011, and 7749 between 1st January 2012 to 30th June 2019, and a total of 413 

(3.83%) patients died following surgery, 92 (3.0%) of those were in the development 

data. Online supplementary table 1 displays baseline characteristics of the development 

and validation cohort. 

The coefficients for the logistic regression and varying coefficient model can 

be found in supplementary tables 2,3 and 4. Figure 1 displays each of the model’s 

performances separately for each year of data from 2012 to 2019. The Bayesian model 

calibration-in-the-large, calibration slope and observed-expected ratio remained stable 

over time and the confidence interval for the calibration-in-the-large and observed-

expected ratio includes 0 and 1, respectively, at all times. A reduction in the observed-

expected ratio was observed in 2014 for the logistic model and varying coefficient model. 

The Bayesian model discrimination increases from 0.72 in 2012 to 0.84 in 2018. In 

comparison, the other models’ discrimination remained between 0.67 and 0.75 in 2017 

and 2018. There is evidence that the logistic model was miscalibrated in 2014 and the 

yearly updated logistic model was miscalibrated in 2015 as the confidence intervals for 

the calibration-in the-large do not include 0. Online Supplementary table 5 displays each 

model’s performance values when validating using all of the validation data from 1st 

January 2012 to 30th June 2019. The varying coefficient model consistently had the 

worst performance for all validation measures and the Bayesian model had the highest 

discrimination of the models over the complete data with a C-statistic of 0.778 (95% CI: 

0.747, 0.809).  

 

 

Figure 1. Yearly performance measure for each model between 2012 and 2019. 
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4. Discussion 

In this study we have developed models using four different modelling approaches: 

logistic regression, yearly updating logistic regression, Bayesian updating and varying 

coefficient models, and compared their predictive performance. Over the complete 

validation data, the Bayesian model had the best predictive performance for calibration 

and discrimination. The Bayesian model provided the most stable yearly estimates of 

calibration-in-the-large and, on average, achieved the best discrimination. The yearly 

updated logistic model was also well calibrated over the entire validation data and had a 

better calibration-in-the-large than the time-invariant logistic model. The varying 

coefficient model was the worst performing model with the lowest C-statistic of 0.686 

(95% CI: 0.642, 0.73) and a calibration-in-the-large value of -0.688 (95% CI: -0.849, -

0.535). Little difference was observed between the Bayesian and yearly updating logistic 

model for the calibration measures and both models consistently outperformed the time-

invariant logistic model and varying coefficient model with respect to calibration but the 

Bayesian model outperformed all models in discrimination. 

Our work supports the idea that accounting for temporal changes in data improve 

model performance, but the more flexible and complex modelling approaches may not 

always be required to ensure models remain calibrated over time. Recalibration is easier 

to undertake and requires less infrastructure than Bayesian modelling, for example, it 

does not require continuous data streams. If there is sufficient infrastructure in place then 

the results suggest Bayesian modelling should be used for clinical prediction modelling 

but if the infrastructure is not available then recalibration is likely sufficient. 

While recalibration through periodic updating was shown to be sufficient here, there 

is no guarantee that this will be true for all prediction models. Prediction models should 

continuously be assessed when they are used in clinical practice to ensure they remain 

safe and accurate. For this to be achieved a suitable infrastructure need to be in place that 

allows for regular monitoring of CPMs [14, 15]. Hence, there should be further 

development of the infrastructure which will enable implementation and monitoring of 

prediction models. This will also enable implementation of Bayesian and other more 

complex models to be implemented across healthcare.  

We acknowledge some limitations of our work: 1) the cohort consists of data from 

a single hospital and this could result in selection bias. We only had access to data from 

a single hospital and the study was designed to compare methods rather than develop 

generalisable models. However, care needs to be taken when interpreting results as it is 

unclear the effect this could have on generalisability of findings; 2) although we consider 

a forgetting factor for the Bayesian model, this might not be the optimum choice, and 3) 

we choose to include the variables included in EuroSCORE rather than derive models 

and perform model selection in our data. The models are therefore not likely to be the 

optimum model for each method. However, we did this to ensure the models were 

comparable and closely represent an existing CPM used in clinical practice. 

5. Conclusions 

CPMs are increasingly used to support clinical decision making, but typically ignore data 

shift over time. This can lead to suboptimal performance and thus impact the quality of 

clinical decisions. In a comparison of time-invariant logistic regression, periodic model 

recalibration, and continuous Bayesian updating, we found Bayesian updating models to 
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be the best performing model overall, but the less complex periodic model recalibration 

method also outperformed the time-invariant model. We recommend that time-variant 

models be considered when developing CPMs for assisting clinical decision making. The 

infrastructure needs to be available to implement these more complex methods. 
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