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Abstract. Automated speech recognition technology with robust performance in 
various environments is highly needed by emergency clinicians, but there are few 
successful cases. One main challenge is the wide variety of environmental 
interference involved during a typical prehospital care emergency service such as 
background noises and overlapping speech. To solve this problem, we try to 
establish an environmentally robust speech assistant system with the help of the 
proposed personalized speech enhancement (PSE) method, which utilizes the target 
physician’s voiceprint feature to suppress non-target signal components. We 
demonstrate its potential value using both general public test set and our real EMS 
test set by evaluating the objective speech quality metrics, DNSMOS, and the 
recognition accuracy. Hopefully, the proposed method will raise EMS efficiency 
and security against non-target speech. 
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1. Introduction 

Prehospital care is an essential part of the health care system for every country. Upon an 

emergency call, the emergency medical center dispatches ambulance to the emergency 

site, and the emergency physician needs to triage, treat, and transport the patient(s) to the 

appropriate health care facility. Aside from these duties, emergency physicians are also 

generally required to do some other complex works such as documenting patient records 

and communicating with hospital emergency department. But physicians often won’t be 

able to work on other things besides treatment. Therefore, a smart speech assistant is 

very much needed in emergency medical services. But until now there are few successful 

cases. On one hand, clinical speech recognition itself is quite challenging due to the 

nuanced terminology and speech patterns. On the other hand, prehospital care could 

happen in any places, which involve wide variety of acoustic scenarios and many of 

which are quite noisy. In [1], they focus on the first problem and  propose an adaptive 

clinical transcription system for in-situ transcribing of patient encounter information for 

hospital emergency department. Unlike their work, prehospital care is our interest and 
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we mainly focus on the second problem which are often eased with the help of speech 

enhancement (SE) techniques. But unlike other scenarios like meeting or daily 

conversation, in prehospital care scenario we usually only care about what the emergency 

physician says, and don’t want other speech to interfere. To this end, a personalized 

speech enhancement (PSE) method capable of suppressing both the general background 

noise and the interfering speech is needed. 

Unlike traditional SE methods, PSE approaches emerged in just few years ago and 

some pioneer works have been proposed like [2-4]. Generally, a PSE method consists of 

two major components: a speaker encoder and a speaker extractor. The speaker encoder 

extracts speaker embedding for some auxiliary speaker speech data, such as pre-recorded 

speaker enrollment utterances. Then this speaker embedding is used by the speaker 

extractor to suppress non-target signal components and retain the target-specific signal 

components for a query audio. Most PSE works rely on a pretrained speaker encoder, 

while some recent works [5,6] try to optimize the speaker encoder together with speaker 

extractor. Most speaker extractors work in T-F domain and some work in time domain. 

Voicefilter based methods [2,7] and SpEx based methods [4,5] are among the most 

influential studies.  

In this work, we will report our proposed PSE model, P-Denoiser, and test its 

performance on some public test sets. Previously we have developed an android mobile 

app for Hangzhou Emergency Medical Center of Zhejiang Province to help their 

prehospital care services which includes a smart assistant module. We have rewritten the 

server-side to incorporate the P-Denoiser model and we collected a real EMS scenario 

test set to evaluate the model performance. 

2. Methods 

Our smart speech assistant for EMS consists of two parts: a mobile client app running on 

android devices such as tablets or smartphones, and a speech server backend. The mobile 

app keeps recording and streaming audio data to the server via WebSockets. The server-

side detects voiced parts in the stream with the help of Silero VAD [8] which are then 

enhanced and transcribed, and the results are then sent back to the mobile client where 

corresponding actions will be taken. In this paper, we mainly focus on the speech 

enhancement (SE) module, since a versatile SE module is the key to environmental 

robustness. We propose P-Denoiser as our SE model which consists of two parts: a 

speaker encoder and a speaker extractor as shown in following sections. 

2.1. Speaker Encoder 

ECAPA-TDNN [9] is the state-of-the-art method for speaker recognition and therefore 

we use it as our speaker encoder network to extract speaker embeddings. The speaker 

encoder is first separately trained on speaker identification datasets, such as VoxCeleb2, 

and is frozen in all following steps. Our implementation is based on SpeechBrain, and 

192-dim is chosen as the embedding size. For more details please refer to [9]. 

2.2. Speaker Extractor 

Our proposed speaker extractor is based on Denoiser, which consists of a speech encoder, 

a BLSTM speech enhancer, and a speech decoder. The BLSTM of Denoiser is replaced 
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with a cross-attention conformer network like [10]. The network architecture is shown 

in the left side of Figure 1, and the cross-attention conformer block is given in the right 

side of Figure 1. A cross-attention conformer block is made up by 1 ×1 feed forward 

layer (FFN), temporal convolutional layer (Conv), multi-head cross-attention layer 

(MHCA), Feature-wise Linear Modulation layer (FiLM) [11] and layer normalization. It 

accepts the noisy representation �� from the encoder network or the previous conformer 

block as the main input, and a speaker embedding e  as side input, and outputs an 

enhanced representation. 

 

Figure 1. Speaker extractor architecture. 

In EMS scenario, the interfering speakers are usually fixed, i.e., the stretcher-bearers, 

thus it should be beneficial to provide the interfering speaker embeddings also. Suppose 

the target speaker embedding is e��� and the interfering speaker embedding is e���, we 

concatenate them to form e. Note that e��� is optional. Zero vector is used as e��� when 

interfering speaker information is not available. The speaker embedding is repeated 

along the temporal dimension to match the dimension of the output of speech encoder 

network. The conformer network consists of several stacked conformer block. In our 

work, we use two conformer blocks each having 8 heads. The 1d temporal convolution 

in conformer is of 31 kernel size. And the FFN layer has the same output channels with 

encoder input. For more details on the conformer, please refer to [12] 

3. Results 

In this paper, 16kHz is used as the sampling rate for all steps. To evaluate the effect of 

incorporating a PSE module, we compare the objective speech quality metric and the 

word error rate (WER) between raw noisy audio and the enhanced audio. We use 

DNSMOS [13] as the objective speech quality metric, since it’s recently proposed and 

better mimic the subjective metric Mean Opinion Score (MOS) compared to traditional 

objective metrics such as PESQ. It has three sub metric： SIG (speech quality), BAK 

(background noise quality) and OVRL (overall audio quality). All these metrics are on 

scale 1 to 5, the higher the better quality is. 

The speaker extractor, P-Denoiser, is trained with the DNS4 training set along with 

a mandarin data set containing 40 speakers (20 males and 20 females) which has a total 

duration of about 20 hours. The DNS4 training set is clustered and merged since some 

of the speakers are actually the same person. The training data generation follows a 

similar approach to [14]. The hidden size of P-Denoiser is set to 64. 

The test set of DNS4 development is used as the general-purposed test set. In 

collaboration with Hangzhou Emergency Medical Center, we gathered an EMS scenario 
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test set consisting of 12 recordings during real prehospital care services, each last about 

20 minutes to 1hours. In total, there are about 6.5 hours.  

The results are shown in Table 1. The left half is the results on the general purposed 

test set DNS4 dev test set. The right half is the results on our EMS test set. 

Table 1. DNSMOS and WER comparisons for raw noisy audio and PSE enhanced audio. These values are 
mean average over the entire test set.  

 DNS4 dev testset  EMS test set 

SIG BAK OVAL SIG BAK OVAL WER 

Noisy 3.81 2.23 2.42 3.89 2.32 2.65 22.5% 
Voicefilter 3.76 3.12 3.28 3.59 3.97 3.28 17.4% 
Our Work 3.42 3.33 2.80 3.44 3.99 3.35 14.2% 

4. Discussion 

For both the general purposed test set and the EMS test set, the objective metrics follow 

the same pattern. The noisy speech has a better SIG metric, while the enhanced speech 

has better BAK and OVAL metrics. For DNS4 dev test set, our method has a 49.32% 

relative improvement on BAK, and a 15.70% relative improvement on OVAL. For EMS 

test set, our method has a 71.98% relative improvement on BAK, and a 26.42% relative 

improvement on OVAL, and the WER drops by 38.89%. For comparison, another PSE 

method, Voicefilter, was also tested. It better suits the DNS4 dev test set while our 

method is better for the EMS scenario. 

We thus conclude that (1) a PSE module yields a large improvement on the word 

recognition accuracy in EMS scenario; (2) although the objective speech quality metric 

declines after the PSE process compared to the noisy original raw audio, the background 

noise and the overall speech quality could get great improvements; (3) our model better 

suits the EMS scenario than Voicefilter.  

At the same time, we are not quite there yet. Firstly, it could be seen that even with 

the help of a PSE module, the WER is still not acceptable for practical use in prehospital 

care scenario. Secondly, our speech services work on an AMD64 Linux server. The 

mobile client app needs to first record and send audio data to server and wait for results. 

Generally, this process takes about less than 2s in our system when the network status is 

well. But still, this delay is unacceptable for some EMS cases. We will try to embed the 

whole speech services into mobile ends. 

5. Conclusions 

Our work pursues the ultimate goal of an environmentally robust speech assistant system 

for prehospital care services that works in real-time and that can be used in various noisy 

EMS scenarios. 

The work presented in this paper contributes to this goal by (a) proposing a simple-

structured open PSE model that can suppress both general background noises and 

unwanted interfering speech (b) incorporating the proposed PSE model to an EMS app 

and evaluating its performance with real EMS data. The results demonstrate the potential 

application value of PSE in EMS scenario, which could lead to lives to be saved timely. 
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