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Abstract. Digital tools for mental health show great promise, but concerns arise 

when they fail to recognize the user state. We train a classifier to detect the 
emotional context of dialogs among 6 categories, achieving 78% accuracy on top 

choice. Importantly greatest areas of confusion (excited-hopeful, angry-sad) are not 

of the most unsafe kind. Such a classifier could serve as a resource to the dialog 
managers of future digital mental health agents. 
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1. Introduction 

Digital tools for mental health show great promise to address unmet mental health needs 

and are proliferating rapidly. Conversational agents (CAs) are an important subclass of 

such tools, and have demonstrated effectiveness, for instance in reducing depression 

symptoms with cognitive-behavioral therapy [1]. The capability of digital mental health 

agents could potentially expand with the increasing power of natural language 

technologies based on deep learning. However, the more flexible the interaction the 

greater the concern that a system could fail to appropriately recognize the user state, 

including unsafe situations. This can be mediated in part by recognizing specific user 

intents; e.g. Deshpande and Warren achieved >90% accuracy for self-harm talk [2]. In 

this study we investigate the ability to detect emotional context of user input in terms of 

broad emotion categories.  

2. Methods 

The EmpatheticDialogues (ED) dataset [3] consists of 24,856 human-to-human 

conversations as a benchmark to train and evaluate the level of empathy of open-domain 

dialogue systems. 810 US workers were recruited to record their empathetic 

conversations initiated by the speaker given a situational prompt labelled with one of 32 

emotional contexts (describing a time they felt afraid, or anxious, etc.). We grouped these 

contexts into 6 categories (Figure 1) and fined-tuned a BERT transformer-based 

classifier on the situational prompts in the ED dataset; training, validation and test split 
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of 0.7, 0.15 and 0.15. BERT was fine-tuned for 10 epochs with batch size 64, learning 

rate 2e-05 and weight decay 0.01 as suggested by BERT authors [4]. Early stopping 

based on F1 score was performed to prevent overfitting.

3. Results

Figure 1 shows the confusion matrix. Overall accuracy was 78.14%. Further, the largest 

confusions (hopeful for excited at 21.8%, and angry for sad at 13.0%) were both within 

broadly positive or negative contexts, raising less safety concern. The most concerning 

confusion is terrified predicted as excited (9.9%), which would be a failure to detect a 

potentially unsafe situation (e.g. anxiety or physical threat).

Figure 1. Emotional context categories and confusion matrix of context prediction on test set.

4. Conclusions

We have demonstrated feasibility of automatically classifying the emotional context of 

user input texts. Such a capability could serve a useful role in future digital mental health 

systems; notably, in CAs it could inform the dialog manager to invoke scripted 

assessments of user safety in areas of depression, anxiety, anger and physical threat.
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faithful 0.7723 0.0173 0.0432 0.0000 0.0778 0.0893

terrified 0.0089 0.7469 0.0909 0.0303 0.0802 0.0428

excited 0.0110 0.0147 0.8367 0.0147 0.0450 0.0780

angry 0.0000 0.0197 0.0329 08010 0.1299 0.0164

sad 0.0269 0.0069 0.0312 0.0763 0.8354 0.0234

hopeful 0.0386 0.0193 0.2183 0.0084 0.0688 0.6466

faithful terrified excited angry sad hopeful

Predicted label 0.0

0.4

0.8Emotional context categories
faithful, nostalgic, sentimental

terrified, afraid, anxious, apprehensive

excited, impressed, joyful, anticipating, proud, 
prepared, surprised

angry, annoyed, furious, disgusted

sad, lonely, guilty, disappointed, devastated, 
embarrassed, ashamed, jealous

hopeful, content, trusting, grateful, caring, confident
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