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Abstract. Deep Learning models based on the Transformer architecture have rev-
olutionized the state of the art of NLP tasks. As English is the language in which
most significant advances are made, languages like Spanish require specific train-
ing, but this training has a computational cost so high that only big corporations
with servers and GPUs are capable of generating them. This work has explored
how to create a model for the Spanish language from a big multilingual model.
Specifically, a model aimed at creating text summarization, a very common task
in NLP. The results, concerning the quality of the summarization (ROUGE score),
point out that these small models, for a specific language, achieve similar results
than much bigger models, with a reasonable training in terms of time required and
computational power, and are significantly faster at inference.
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1. Introduction

Summarization is a Natural Language Processing task that consists of condensing the
most relevant information from a document. This task can be divided into two categories:
extractive summarization and abstractive summarization. Extractive summarization con-
sists of identifying and copying the most relevant and useful information pieces (typically
sentences) from the original content. In contrast, abstractive summarization requires a
deeper understanding of the language to summarize the most relevant content, paraphras-
ing the original sentences, combining and using synonyms or new words, without losing
information and preserving cohesion and coherence [1]. Thus, abstractive summarization
is a difficult task in natural language processing.

Currently, the state-of-the-art of language models based on transformers [2] have
reached a high level of language comprehension. However, all research is mainly focused
on the English language and then applied to other languages. Even important languages
such as Spanish, which is the second language spoken in the world, has an enormous
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gap in their language models compared to English [3]. For example, the T5 model [4]
is one of the best language models, which exploits the features of text-to-text transfer
learning and it is usually used for the text summarization task, it is only trained for
English language, and there is no Spanish version yet.

Despite this lack of models for non-English languages, there are multilingual mod-
els (also including English). This is the case of the multilingual T5 (mT5) [5] which is
trained in 101 languages, including English and Spanish among them. These multilin-
gual approaches outperform monolingual models because similar languages have posi-
tive transfer between them [6]. However, the effort required to create (and also execute)
these multilingual models is very high. Our approach takes advantage of these multi-
lingual models to create a single-language model, much more efficient in training and
execution.

Despite there are several summarization models for Spanish publicly available
(specifically in HuggingFace), after testing them and, to the best of our knowledge, there
is only one model supported by a peer reviewed publication, the so named NASES model.
However, this model is intended for small texts (up to 512 tokens), achieving low quality
values in the tests carried out.

This work presents the creation of a Spanish model for text summarization based
on the T5 model, specifically designed for Spanish for text summarization affordable in
terms of computational requirements. We want to emphasize that this method is generic
and can be applied to any other language, not only Spanish.

Our method is capable of creating a summarization model for the Spanish language
in less than 1 hour of computing time, using a single GPU and a the T5 multilingual
language model. In our case, a NVIDIA V100 16 GB, that many organizations or indi-
viduals can afford. As an alternative, Google Colaboratory 2 allows you to train for free
neural models using a similar GPU for a maximum of 1 hour for small model versions.
The Pro version of Colaboratory allows you to train bigger models (longer execution
time) for a small fee (10 USD/month) with even better GPUs.

The simplest version of the resulting models of this work was trained in 49 minutes,
and it is capable of summarizing a Spanish text with a reasonable quality: the summary
does not have typos and always produces sentences lexically and grammatically correct.
The quality of this model is close to the performance of the state-of-the-art model in
terms of the ROUGE score [7], the standard quality metric in this field.

Also, we have developed other models with different configurations that obtain a
better performance, but with training time above 1 hour. The training of these slightly
bigger models is affordable by institutions or individuals since the computation time is
below 24 hours (specifically 17 hours) with a single GPU.

Concerning the time required to summarize a Spanish text, in general terms, the
bigger the model is, the longer execution time it requires. All resulting models presented
in this work are faster than the models in the state of the art. The experiments show
summarization time faster (between x6.56 and x1.43).

For the sake of reproducibility, the source code is available 3. The models will be
publicly available at our page in HuggingFace https://huggingface.co/oeg.

2https://colab.research.google.com/
3https://github.com/oeg-upm/t5-spanish-news-summarization
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2. State of the Art

The state of the art in abstractive summarization is the PEGASUS model [8]. It introduces
Gap Sentence Prediction (GSP) as a pre-training mechanism. This model achieves the
highest ROUGE scores, but it is only for the English language, and it is not feasible to
reproduce it for other languages given its computational cost.

The state of the art for Spanish text abstractive summarization is the model published
by Hasan et al. [9] based on the mT5 model (this model will be referred as mT5Hasan)
and NASES [10], both reporting the highest ROUGE scores. It is important to mention
that mT5Hasan ROUGE scores are calculated with the XL-Sum dataset, while NASES

scores are calculated with a dataset that is not public and authors do not point out any
indication on the dataset used. In order to test the model and compare it to the proposed
models, it is needed to calculate the ROUGE scores in the test partition of the XL-Sum
dataset. Moreover, it is important to notice that the training of the NASES model has a
maximum input size of 512 tokens, but mT5Hasan and the proposed models can handle
up to 768 tokens. This makes the proposed models much better to deploy in real life
applications since they can handle longer input texts.

The NASES model creates a generic Spanish language model (from a Spanish cor-
pus) trained using the GSG (Gap Sentences Generation) [8] technique (used by the
Google PEGASUS model). This technique is specifically designed to improve the per-
formance of the summarization task. However, the proposed model does not train any
generic model but specializes a reduced version of the multilingual generic model T5.
The NASES model, to our best knowledge, is the only Spanish summarization model
trained from scratch, without a pretrained language model.

mT5Hasan [9] is a multilingual T5 summarization model based on mT5 and trained
on all 44 languages of the XL-Sum dataset, which makes the model performance better
for each of the individual languages since different languages can have a positive transfer
between them [11]. This model is currently the best performing Spanish summarization
model, but it is important to notice that this model was trained using 1 million examples
of text and summary pairs of 44 languages during 4 days using an 8 GPU cluster. Both
state of the art models have been used to compare results with the resulting models of
this work.

The evaluation in this work has been performed with the three ROUGE score met-
rics: ROUGE-1 measures the number of 1-grams that are equal in the reference and
the model summary, ROUGE-2 with 2-grams, and ROUGE-L with the longest common
subsequence between the model summary and the reference. Although ROUGE has its
limitations [12,13].

For the Spanish language, there are not so many publicly available datasets for text
summarization. The best datasets available for Spanish, with an evaluated quality, are
multilingual. The main multilingual datasets are XL-Sum [9] and MLSUM [14]. XL-
Sum contains summaries obtained from BBC news, but its Spanish portion only has
44,413 examples and MLSUM has 290,645 examples obtained from El Paı́s, a Spanish
newspaper. However, only XL-Sum dataset has been evaluated by humans following an
answering template [9]. Thus, we consider XL-Sum a higher quality dataset and it will
be used for the fine-tuning process.

A. Vogel-Fernandez et al. / esT5s: A Spanish Model for Text Summarization186



3. Methodology

This section presents the process of converting the multilingual T5 model into a single
language model (pruning) and then, specialize (fine-tune) the model to perform abstrac-
tive summarization. Figure 1 shows an overview of the whole process.

Figure 1. Overview of the method: pruning of mT5 + fine tunning process from the mT5 model.

3.1. Model pruning

The process starts taking the original mT5, a big trained multilingual model for 101
languages (Spanish among them). From this model, we have applied the pruning method
[15] but specialized for mT5. This method removes the embeddings of other languages
to perform a lossless compression over the multilingual model into a single language.

As mT5 is distributed in different sizes, which refers to the maximum length of the
input tokens, we have used the mT5-small and the mT5-base models (512 and 768).

The idea of the pruning method is to reduce the number of parameters of embeddings
that are not used and reduce the size of the vocabulary. In the mT5-small model, the
85.2% of the model parameters are used for embeddings and in the mT5-base model, the
65.96% of the model parameters are used for embeddings.

The method needs a reference corpus of the target language to analyze the vocab-
ulary used and how is represented in the multilingual model. For the Spanish language,
the corpus used has been spa news 2020 1M-sentences which is a sentence corpus
from Leipzig corpora collection4. The corpus contains more than 19,000 sentences about
Spanish news. Then, the tokenizer of the mT5 is used to tokenize the sentences of the
corpus. This process finds out that only 25.9% of the vocabulary of the multilingual to-
kenizer is used and that the 25,000 most frequent Spanish tokens comprise 99% of the
Spanish vocabulary of the corpus.

To prune the original tokenizer of the mT5, the following tokens have been selected:
the first tokens from the original tokenizer which include some special tokens and sub-
words or characters and the 25,000 most frequent Spanish tokens detected in the analysis
of the corpus. The resulting tokenizer vocabulary has only 10% of the original tokens.

4Available at https://corpora.uni-leipzig.de/es?corpusId=spa_news_2020

A. Vogel-Fernandez et al. / esT5s: A Spanish Model for Text Summarization 187

https://corpora.uni-leipzig.de/es?corpusId=spa_news_2020


To reduce the number of model’s parameters, the unused embeddings from non-
Spanish languages of the encoder, decoder and the language model head are removed.
This process is made by adjusting the length of the embeddings to keep only the Spanish
language representation. This reduces the mT5-small model size from 1.2GB to 274MB
and the mT5-base model size from 2.3GB to 928MB, which represents the 22% and the
40.34% of the original size respectively. The resulting models are named esT5-small and
esT5-base.

3.2. Fine-tuning process

The last process is fine-tuning the language models to perform abstractive summariza-
tion. The resulting models will be referenced with the name esT5s. This process is per-
formed using the dataset partitions provided by XL-Sum dataset of training and valida-
tion corpora.

First, a model has been trained using the small version (esT5-small) for 3 epochs
with a batch size of 8, an AdamW optimizer [16] with a learning rate of 0.0001 into a
single GPU. This is the simplest model presented in this work which contains the main
targets: it is trained in less than one hour and has achieved enough evaluation results.
Also, the small model has been trained for different epochs to study future improvements
or limitations of the size of the model. The selection strategy was to keep the model with
lowest validation loss for each epoch during the experiments.

Moreover, the esT5-base model has been used to train different models with different
epochs in order to explore the possible performance obtained in a single GPU. However,
the batch size has been reduced to 4 to fit in the GPU memory. The GPU used for these
experiments was a NVIDIA V100 with 16GB of memory.

4. Evaluation

Table 1 presents the ROUGE scores obtained for the resulting models and for the refer-
enced models of mT5Hasan and NASES evaluated with XL-Sum dataset. The XL-Sum
test set contains 4,763 examples. The simplest version of esT5s model using the small
model language esT5 and 49 minutes of training (3 epochs) achieves considerable good
results in comparison with the results provided with mT5Hasan, which needed 96 hours
of training. Moreover, different experiments have been performed with the small model
language to see the improvements over time with 9 and 15 epochs. The results show
a continuous improving trend, meaning that better results can be achieved with more
training time but, in this case, this work studies methods to produce results with limited
resources.

Also, similar experiments have been performed with the base model esT5 in order
to see its performance with similar epochs. The results show an improvement of ROUGE
values of these models. The last experiment performed with the esT5-base model has
been to do a fine-tuning without time restrictions in order to create the best possible
model. In this case, the best ROUGE results have been achieved at epoch 17, closer
to the results of the mT5 model. Beyond this number of epochs there is no significant
improvement in the model.

The evaluation shows also that the size of the model limits the quality of summa-
rization, as shown in the differences between models trained with the small model or
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Model Dataset Epochs Time ROUGE-1 ROUGE-2 ROUGE-l max
length

exec.
time

esT5s-small XL-Sum 3 49’ 22.21 5.28 17.44 512 80 min.
esT5s-small XL-Sum 9 210’ 22.54 5.86 17.74 512 80 min.
esT5s-small XL-Sum 15 267’ 23.30 6.48 18.47 512 80 min.
esT5s-base XL-Sum 3 180’ 23.91 7.16 19.09 768 310 min.
esT5s-base XL-Sum 9 9h 24.26 7.86 19.68 768 310 min.
esT5s-base XL-Sum 17 17h 25.30 8.21 20.29 768 310 min.

mT5Hasan XL-Sum - 96h∗ 26.21 8.74 21.06 768 460 min.

NASES DACSA - NA 16.63 2.64 13.32 512 -

Table 1. ROUGE metric for different models. Note: ∗The mT5Hasan model reports a training time of 4 days
(96h) in a cluster of 8 GPUs. Our models use a much modest hardware (1 GPU).

with the base one. The ROUGE scores for NASES model are lower that expected. This is
because NASES model was trained using the DACSA dataset. This dataset is not public
but, looking at some examples in their work, seems that the dataset is comprised of news
and summaries shorter than the ones contained in XL-Sum. As a result, the knowledge
obtained during their training process is not transferred as much as expected in the sum-
marization process of the XL-Sum texts. This explains the low ROUGE score achieved
in the experiments when compared with the results published by their authors.

Also, an evaluation of the execution time that models need to generate summaries
have been performed. This evaluation has focused on the generation of the summaries
of test set of XL-Sum (4,763 examples) to calculate the different ROUGE values. The
models used in the evaluation has been the esT5s-small (15 epochs), the esT5s-base (17
epochs) and the mT5Hasan. The results are shown in column Execution time in table 1.

The mean processing time for the esT5s-small model is 1 hour 20 minutes and 5
hours and 10 minutes for the esT5s-base model. As mT5Hasan model time is 7 hours 40
minutes, we conclude that both models are faster not only for training times but also for
summary generation, with a significant difference for the esT5s-small model.

5. Conclusions

The computational effort required to create summarization models is beyond the scope of
any ordinary company or research laboratory. The proposed methodology creates models
archiving a performance similar to big models with less computation cost.

Specifically, the proposed method outperforms the training time and computation
power required to generate an abstractive summarization model. For small companies or
research labs it is important to reuse and adapt big models that cannot be generated from
scratch. Our models outperforms in execution time: they can summarize the test portion
of the XL-Sum dataset in 1 hour 20 minutes (for the small model) and 5 hours 10 minutes
(for the base model) while the state of the art model takes 7 hours 40 minutes.

Also it is important to take into consideration model sizes: mT5Hasan is 2.3GB in
size, while the resulting models esT5s is 274MB in size for the small and 928MB in
size for the base. Taking into account the faster computation times and the smaller sizes,
these models are much easier to deploy in a web or portable applications.
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