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Abstract. Hate speech comes in different forms depending on the communities tar-
geted, often based on factors like gender, sexuality, race, or religion. Detecting it
online is challenging because existing systems are not accounting for the diversity
of hate based on the identity of the target and may be biased towards certain groups,
leading to inaccurate results. Current language models perform well in identifying
target communities, but only provide a probability that a hate speech text contains
references to a particular group. This lack of transparency is problematic because
these models learn biases from data annotated by individuals who may not be fa-
miliar with the target group. To improve hate speech detection, particularly tar-
get group identification, we propose a new hybrid approach that incorporates ex-
plicit knowledge about the language used by specific identity groups. We leverage
a Knowledge Graph (KG) and adapt it, considering an appropriate level of abstrac-
tion, to recognise hate speech-language related to gender and sexual orientation.
A thorough quantitative and qualitative evaluation demonstrates that our approach
is as effective as state-of-the-art language models while adjusting better to domain
and data changes. By grounding the task in explicit knowledge, we can better con-
textualise the results generated by our proposed approach with the language of the
groups most frequently impacted by these technologies. Semantic enrichment helps
us examine model outcomes and the training data used for hate speech detection
systems, and handle ambiguous cases in human annotations more effectively. Over-
all, infusing semantic knowledge in hate speech detection is crucial for enhancing
understanding of model behaviors and addressing biases derived from training data.
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1. Introduction

One of the challenges when addressing online hate speech is the extensive use of spe-
cialized language that is specific to the communities that are most frequently targeted.
A motivating example is illustrated by Figure 1. We show two posts from a well-known
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It's been 3 months and these words have only proven to be 
true. Suck it Butch who can't Deadlift.

Figure 1. Hate speech recognisers based on language sensitive to gender and sexual orientation. Our approach
(Our System) embeds a knowledge graph in a deep learning model to give a probability estimate that is
competitive with state-of-the-art language models (System A), while providing more semantic information
supporting the prediction than the existing linguistic approaches of lower accuracy (System B).

hate speech corpus [1]. To make appropriate decisions about the hateful nature of these
posts, it is crucial to be familiar with the language being used.

Looking at it from the perspective of gender and sexual orientation, certain terms like
“butch” and “bimbo” carry connotations related to a woman’s masculinity or physical
appearance. Depending on the context, these terms can be used to insult or reinforce
social stereotypes. These subtle differences in language make the task of recognising
hate speech highly dependent on the specific identity groups involved and the context in
which the language is used [2].

There are two main approaches to recognise target group language in hate speech.
The first, which we name System A, are supervised learning approaches [3,4,5] and the
state-of-the-art (SOTA) are based on language models [6]. While they can achieve high
performance, they only give probabilities of the posts containing references to particular
identity groups. Only the second post in our example would contain sensitive language
with high probability, but it leaves no further information as to why. This lack of sup-
porting information is concerning due to the subjective interpretations and biases of hu-
man annotators. Judgement of hate speech varies significantly according to demographic
characteristics [7,8], as it is to be expected that any human annotator will lack familiarity
with the language of a particular target. Thus, integrating grounding knowledge may help
to better understand predictions, but crucially to make the model more robust to biases
in the training datasets. The second, which we name System B, are linguistic approaches
displaying higher transparency [9,10,11]. They provide references using a list of terms
(lexicon) or regular expression patterns and would identify, for example, relevant termi-
nology in the first post [12]. However, they are less accurate as they only capture a sparse
representation of the language sensitive to an identity group.

In this work, we aim to integrate a Knowledge Graph (KG) to enrich state-of-the
art language model predictions with the entities supporting a decision, while preserving
an optimal predictive performance (Our System). Following our motivating example,
even if the model gives borderline probabilities for the particular posts, the additional se-
mantic information helps to understand the prediction better. Representing terms as en-
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tities provides useful semantic relations and properties such as definitions or synonyms,
which we can exploit when auditing the model and data, as well as developing the hybrid
approach.

Our contributions can be summarised as follows. We propose a conceptual frame-
work to combine semantic knowledge in the form of a KG with an existing deep learning
architecture (§3). Specifically, we propose a novel entity weighting scheme to effectively
adapt a KG to text classification. We conduct a thorough quantitative and qualitative
evaluation of our proposed hybrid learning framework (§4). Particularly, by comparing
it against SOTA approaches on recognising language references to gender and sexual
orientation in a variety of hate speech datasets. Our proposed semantically enriched ap-
proach displays equivalent performance to the use of language models, with transparency
and higher generalisability to external datasets. The rest of the paper is structured as fol-
lows. (§2) summarises the related work, and (§5) our proposed approach, its strengths
and limitations, and concludes the work. The instructions for accessing the data, code for
training hybrid models in new domains, or applying them to new data, are published in a
public repository2.

2. Related Work

Content moderation systems generally focus on defining policies to protect any identity
group or individual targeted [13]. Nevertheless, the specific sociolinguistic aspects of
harmful expressions [14,15] make this phenomenon different for each target. A system
focused on recognising hate directed to a specific group would not generalise to a differ-
ent identity [2]. Similarly, linguistic nuances across group identities significantly impact
the annotation of training datasets and lead to inconsistent labelling. Humans who la-
belled the data have different cultural backgrounds or beliefs [7], are exposed to language
sensitive to groups with whom they may not self-identify [16,17], and their subjective
interpretations of hate speech differ [18,19], especially when recognising identity groups
that are frequent hate targets [20]. Lexical biases, where algorithms associate hate with
any language that refers to a particular minority group [10,21], make it critical to analyse
hate in terms of the identities targeted.

Due to these issues, one stream of work (System B) has been based on the manual
selection of terms or expressions to recognise language references to identity groups in
hate speech data. To a greater extent, these consist of direct references to members of an
identity group (so-called group identifiers, identity terms or identity mentions) [10,12,9],
or expressions that comprise potentially offensive language depending on the context,
including slurs and objectifying outdated terms, as well as reclaimed slurs [11]. However,
these approaches have mainly been used in the development of techniques to mitigate
lexical bias in hate speech [22,23], or to measure the effectiveness of such mitigation
techniques [24,25,26,27]. Existing approaches based on structured knowledge can only
partially cover the prejudice towards identity groups in hate speech training data.

Another prominent line of work (System A) relies on supervised learning to more
effectively recognise language references to identity groups [4,6,3,5]. These references
may refer to broad groups based on sensitive attributes such as gender, race, sexual ori-

2https://github.com/preyero/hate-speech-identities
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entation, disability or religion; or to the specific affected communities within an identity
(e.g. women, transgender, male or other gender subgroups). To the best of our knowl-
edge, these systems may display high performance, but only output a probability to in-
dicate how much language sensitive to a group the post contains. However, in addition
to the problems already discussed, language models also acquire biases from the large
corpora used in pretraining [28]. Using additional sources of knowledge can produce
models that are less flexible and more robust to specific annotation schemes, domain and
contexts than deep learning models alone [29].

Semantic knowledge integration has helped to address bias related to the data an-
notation [30], to generalise better to unseen data [31], and to explain model predictions
[32]. These examples imply, on the one hand, that it should be plausible to better over-
come the discussed training data specificities given an adequate source of knowledge
representation of the language from these communities. On the other, additional knowl-
edge could enrich probabilistic model predictions to better understand them. A common
challenge for hybrid approaches remains in finding the correct level of abstraction when
applying semantic knowledge to a downstream task [29]. In this work, we propose a
novel hybrid approach for grounding deep learning predictions in relevant knowledge for
the task (Our System). Prior adaptation to the language distribution of the downstream
task enables to integrate a KG simply and effectively into the model, without sacrificing
predictive performance.

Particularly in hate speech, our approach allows focusing the detection from the tar-
get’s perspective, as it highlights the specific entities representing language references
that influence the prediction. Attending only to the signals learned with standard super-
vised learning (System A) has shown to acquire annotation and lexical biases from the
training data and, in the worst cases, has lead marginalization and censorship of commu-
nities at risk [33,34]. Linguistic approaches (System B) to probe these systems for fair-
ness fall short in addressing the language that refers to these communities [25,24]. With
the domain specific constraints set by a knowledge-grounded approach (Our System),
we intend to bring more focus on the language sensitive to frequent target communities
to better understand and prevent online hate.

3. Hybrid Approach

In this section, we present a conceptual framework for supporting text classification with
semantic knowledge 3. First, we present the rationale for selecting semantic knowledge
and describe the information leveraged in our approach (§3.1). Second, we present an
adaptation phase. The goal is to assign weights to the KG entities based on their relevance
in a pretraining corpus from the task domain (§3.2). Finally, we describe the integration
of the adapted KG with a deep learning architecture (§3.3). The resulting six hybrid
model versions are described in Table 1.

3.1. Semantic Knowledge Selection

A Knowledge Graph is a structured representation of knowledge that captures relation-
ships between entities in a particular domain. It is a type of knowledge representation

3Note that, while we have selected semantic knowledge to cover specifically language from gender and
sexual orientation, this is not fixed in our approach, and the KG can be exchanged.
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Figure 2. Knowledge Graph class (©) and instance (�) entities (Gender, Sex, and Sexual Orientation [35]).
(A) Matching “X-gender” to text. (B) Hierarchical entity expansion of “lesbian” and “fag”. Entities in bold are
used to match or assign weight to the entities, respectively.

often used in combination with Machine Learning (ML) techniques, as they can help to
improve model performance and interpretability in a variety of tasks including search,
question answering and natural language understanding [29,36].

To select the particular KG for the task, we explore a wide range of existing KGs
that could have comprehensive information about language sensitive to a group, includ-
ing well-known KGs such as wikidata, DBPedia, and YAGO [37,38,39]. While some of
these KGs contain information related to many identities, we selected the Gender, Sex
and Sexual Orientation Ontology [35] as a more specific source of knowledge to base
hate predictions on the language of a target group. This KG aims to be an integrated vo-
cabulary system to address the lack of standardised gender and sexual orientation termi-
nology in healthcare and includes, to this date, over 16,000 entities and 292 properties.
To the best of our knowledge, it is the most comprehensive and up to date to describe
these two common hat targets that we can consider for assessing our approach.

We show how we leverage this information following the examples in Figure 2.
KG entities can capture semantic concepts (e.g., “gay male slang”) or their concrete ex-
amples (e.g., “fag”). Additionally, there are object properties to make connections be-
tween entities, and data properties to describe the specific values or attributes of entities.
For example, the wikidata property Prop:P1813 indicates that the literal “GQ” can be
a short name for the entity “Genderqueer”. We use this richer representation of terms
as entities to facilitate the matching of the KG to the texts (A). We use properties like
rdf:type (to link instances to their classes, such as “fag” to “homophobic slur”) and
rdfs:SubClassOf (to make hierarchical connections between the classes, e.g., “les-
bian” to “gay person”), to exploit the KG structure in our hybrid approach (B).

3.2. Knowledge Graph Adaptation

One major challenge when applying semantic knowledge in combination with ML to
address particular tasks is the level of abstraction of its information [40]. The existing
entities can sometimes encapsulate information that is too abstract or too fine-grained for
the task at hand. In this work, we propose an adaptation phase that allows us to weigh the
KG entities based on pretraining data. The aim is to give more relevance to those entities
that better encapsulate the group language and information, which adds an additional
dimension to the factual and structural information of previous hybrid approaches [41].
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3.2.1. Search for Pretraining Data

To learn the weights of the KG we selected a balanced subset of the Jigsaw Toxicity
dataset. For a full description of the datasets used in this work for training and validation,
including references, descriptions, and statistics, see (§4.1) and Table 2. To create the
Jigsaw Sample we selected all the texts annotated with sexual orientation, a total of
12,713 texts, and a random same size set that includes 16,850 texts annotated as related
to gender. We then built a stratified sample of texts from all the remaining identities (i.e.,
religion, race, disability, and none) as the negative class. This provided us a balanced
dataset of 50,852 texts, with 50% of them related to the class, and 50% related to any
other identities.

3.2.2. Entity recognition

To determine whether an entity appears or not in a given text (entity matching) we take
into account, not just the entity’s label, but also its alternative names and existing syn-
onyms. For example, in Figure 2 (A) we observe that “X-gender” is defined by “Male to
X-gender”,“Female to X-gender”, “Genderqueer” and “Gender nonbinary”. In addition
to these terms, we also consider stemming variations, such as “genderqu” and “gender
nonbinari”. Any text that contains any of these expressions is considered a text where the
entity appears. Specifically, the KG properties shown in Figure 2 (A) are used to derive
the synonyms for the entity matching. We develop a search index based on the Whoosh
2.7.4 library (https://whoosh.readthedocs.io) to speed up the entity matching, and obtain
the stemming variations with its Porter stemmer native function.

3.2.3. Entity weighting

Finally, we consider two types of entity weighting schemes: (i) based on the frequencies
of entities in the pretraining data and (ii) based on the learned coefficients of a ML model
used for the domain task, in this case, the binary classification.

Entity weighting based on frequency (DocF) The weight provided to the entities is
based on the ratio of appearance of that entity within the positive sample (i.e., all the texts
related to gender and sexual orientation) vs. the negative sample (i.e., all the text related
to any other identity). Lets Dp be the set of all texts related to the class, and Dn be the set
of all text related to any other identity. Given an entity ei, we consider the occurrences
ei in Dp (D′

p), and the occurrences ei in Dn (D′
n). The weight of the entity w(ei) is then

computed as w(ei) = D′
p/Dp −D′

n/Dn, such that w ∈ [-1, 1].
Entity weighting based on ML coefficients (LR and MultiNB) This approach pro-

vides weights to the different entities based on the coefficients defined by a machine
learning model. The coefficients reflect how discriminative the entities are when predict-
ing whether a particular text refers (or not) to the class. We use two different ML mod-
els for the task: Logistic Regression (LR) and Multinomial Naive Bayes (MultiNB). As
input to train the ML models, we provide for each pretraining sample: (i) a class label
(i.e., whether the text contains any language references to gender and sexual orientation)
and (ii) the one-hot-encoding of the entities resulting from the entity matching explained
above. That is, the ML models use entities as features for the classification. The resulting
coefficients reflect the feature importance and how much each entity contributes to the
prediction.
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Additional modification of the weighing schemes based on hierarchical entity ex-
pansion To test whether the KG structure could serve us to better refine the adaptation,
we propose a modification affecting the entities to be included in the weighting process.
Figure 2 (B) shows in bold the process of expanding both an entity that is class (e.g.,
“lesbian”) or an instance (e.g., “fag”). Every class expands up to its top-level using the
rdfs:SubclassOf property to gather, e.g., that “lesbian” is a Gay Person, LGBTQ per-
son, Person, and so on. For every instance, we would expand based on the rdf:type

property and also include that “fag” is a Homophobic slur, Cross-cultural dysphemism,
and Gay male slang, for example. Thus, in this modified version of the weighting scheme,
an entity ei is considered mentioned in a text if the entity ei itself, any of its subclasses,
or any of its instances appears in the text.

3.3. Knowledge Graph Integration

This phase describes how the adapted KG can be embedded with a deep learning archi-
tecture. In the following, we present the two main components of the proposed hybrid
learning framework.

Semantic component Our hybrid approach considers an adapted KG (KG with pre-
training weights) in the feature extraction. The weights of the entities found in the train-
ing samples constitute the feature vectors that are used as inputs. That is, the input for the
deep learning component is a sparse vector representation, where the non-zero compo-
nents are the weights of the entities in the training samples. Compared to contextualised
word embeddings, the KG-based feature extraction provides a lower dimensional nu-
merical representation of the input texts. We compare our hybrid approach to pretrained
transformer architectures used in the SOTA, where RoBERTa [42] is the best-performing
as compared to BERT [43] and the Universal Sentence Encoder [44].

Deep learning component The deep learning architecture used in the SOTA for
recognising target group language in hate speech consists of a Feed-foward Multilayer
Neural Network with a dropout layer and M binary layers for classification, one for each
group identity (gender, sexual orientation, religion, race, disability, national origin, and
age) [6]. That is, for a given input text, the model provides M probabilities indicating
whether it contains any language related to each group. Because our work is focused on
gender and sexual orientation, we only consider the probability of belonging to any of
these two classes.

As a result, we obtain the six different hybrid model versions described in Table

1. The hyperparameters are the same for training all models, using 8 as the size of the
training batches, the number of hidden layers set to 256, and a 0.05 dropout rate in the
Feed-forward neural layer.

Table 1. Hybrid models (in bold) resulting from the different adaptation schemes (§3.2) used for hybrid feature
extraction. H.E indicates the model variation when including hierarchical entity expansion.

Version Description H.E
HybridDocF Features based on the ratio of entity occurrences HybridDocF h

HybridLR Features based on coefficients of entities in a linear regression HybridLR h

HybridMultiNB Features based on the coefficients of entities in a multinomial HybridMultiNB h

Naive Bayes model
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Table 2. Number and (%) of texts that are related to each identity group in training and validation datasets. A
text may relate to none, one or more identity groups.

Identity Jigsaw JigsawSample Measuring Hate Speech Gab Hate Corpus* HateXplain XtremeSpeechEnglish

Gender 88790(19.82%) 16850(33.14%) 14825(37.47%) 568(7.27%) 1375(11.15%) 145(5.49%)
S. Orientation 12713(2.84%) 12713(25.00%) 7719(19.51%) 355(4.54%) 1643(13.32%) 39(1.48%)

Religion 70149(15.66%) 12683(24.94%) 6578(16.63%) 1347(17.24%) 3781(30.66%) 79(2.99%)
Race 42906(9.58%) 9674(19.02%) 12635(31.93%) 1711(21.90%) 4597(37.27%) 34(1.29%)

Disability 5559(1.24%) 4918(9.67%) 1120(2.83%) 241(3.08%) 54(0.44%)
Origin 7744(19.57%) 1202(15.38%) 642(5.21%)

Economic 9(0.07%) 23(0.87%)
Age 1051(2.66%)

Politics 3063(39.2%)
Any other 712(5.77%) 701(26.56%)

Total 448000 50852 39565 7813 12334 2639

4. Evaluation

In this section, we present our evaluation setup (§4.1) as well as the quantitative results
against SOTA approaches for recognising language sensitive to gender and sexual orien-
tation in hate speech (§4.2). (§4.3) provides the results from our qualitative evaluation.
Specifically, an error analysis of the best-performing hybrid model (§4.3.1) and a data
and model prediction analysis guided by the KG (§4.3.2).

4.1. Experimental Setup

This section describes the datasets used for training and testing our proposed hybrid
models, and the baselines and metrics used for evaluation.

4.1.1. Data

We consider five datasets for training and testing our models. See Table 2 for specific
statistics and data descriptions.

Jigsaw [45]: To the best of our knowledge, this is the largest public toxicity corpus
containing annotations of identity groups, with 448k annotated posts from the Civil Com-
ments platform. These texts are annotated with a binary indicator of toxicity (toxic/non-
toxic) and with the identity groups mentioned in them. Group annotations are based on
the following identities: gender, sexual orientation, race, religion, disability or no men-
tion of an identity group.

Measuring Hate Speech [20]: This dataset constitutes the largest hate speech train-
ing corpus and was used in the SOTA [6]. It contains 39,565 texts collected from Red-
dit, Youtube, and Twitter, and annotated with gender, sexual orientation, race, religion,
age, disability and national origin identities. The gender and sexual orientation categories
constitute 56.98% of the dataset.

Gab Hate Corpus [1]: This commonly used dataset contains 7813 texts collected
from Gab, which were deemed hateful by the annotators and provide additional annota-
tions for gender, sex, race, religion, disability, and political ideology.

XtremeSpeech English [46]: The complete dataset contains 5,180 texts collected
from Facebook, Twitter and WhatsApp. The dataset is not yet public, but the authors have
kindly shared with us a subset of 2,639 texts written in English that focuses on Kenya
as a geographic location. These texts contain dangerous, derogatory and exclusionary
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speech and are annotated considering the following identities: gender, sexual orientation,
religion, race, and economic status.

HateXplain [47]: One of the first datasets that included annotations for identity
groups. The corpus provides 12,334 texts collected from Twitter and Gab, and those
deemed hateful provide annotations for gender, sexual orientation, race, religion, and
national origin identity groups.

We use a subset the Jigsaw dataset as pretraining data for the KG adaptation (see
§3.2). The hybrid models (§3.3) and the RoBERTa base baseline are trained using the
Measuring Hate Speech corpus with the same data preparation used by [6], and eval-
uated using the HateXplain, XtremeSpeech English and Gab Hate Corpus. While soft
labels are used for training the models (i.e., the proportion of annotations for each text),
majority voting is considered in the validation datasets for consistency with the baseline
evaluation.

4.1.2. Baselines

We select the most representative System A (supervised learning) and System B (linguis-
tic) approaches as baselines. As System A, a RoBERTa base [6] model sets the upper
bound in terms of performance. However, this model does not provide any insights on
why texts are associated with a particular identity group and only learns from the training
data. As System B, Toxic Debias [11] is the list of terms and regular expressions most
commonly used for the identification of texts containing sensitive language towards mi-
noritized groups in hate speech. From the 53 potentially offensive and 26 non-offensive
mentions to these groups, 47 expressions refer to gender and sexual orientation. We high-
light the 14 non-offensive and 33 possibly offensive mentions in our publicly available
repository.

4.1.3. Evaluation Metrics

For comparability issues, we adopt the same evaluation as in the supervised learning
baseline and consider Accuracy and F1 scores according to a 0.5 threshold, and two
threshold-agnostic metrics: the Area under the ROC Curve (ROC AUC) and Area under
the Precision-Recall Curve (PR AUC).

4.2. Evaluation Results

This section reports on the effectiveness of our hybrid approach for recognising language
sensitive to gender and sexual orientation identities in hate speech datasets. First, we
compare hybrid models against the best-performing baseline (System A) with a 5-fold
cross-validation (Figure 3) for comparability with the original paper [6]. Second, we test
the robustness of the linguistic, supervised, and hybrid learning approaches to different
data contexts with a thorough evaluation on datasets external to training (Table 3). We
include, to the best of our knowledge, all published datasets on hate speech that have
consider identity groups in their annotation. We note that the linguistic baseline (Sys-
tem B) does not require training. For simplicity, we only include in the table the hybrid
models with hierarchical entity expansion as they are the best-performing ones.

Finding 1. Our proposed hybrid approach is simple and effective, displaying a com-
parable performance to the SOTA supervised learning (System A) approaches based on
language models.

P. Reyero Lobo et al. / Knowledge-Grounded Target Group Language Recognition in Hate Speech 9



Figure 3. Supervised and hybrid learning model cross-validation results over the training corpus (Measuring
Hate Speech). ML-based hybrid models can be as effective as language models in recognising language refer-
ences to gender and sexual orientation in hate speech.

Table 3. Results of the linguistic, supervised learning and hybrid models when testing out of training domain
(Gab Hate Corpus, XtremeSpeechEnglish, and HateXplain). Semantic knowledge makes the model more robust
to changes in domain and context.

Gab Hate Corpus XtremeSpeechEnglish HateXplain
Model Accuracy F1 ROC AUC PR AUC Accuracy F1 ROC AUC PR AUC Accuracy F1 ROC AUC PR AUC

Toxic Debias 91.81 58.82 74.82 40.20 94.01 52.41 72.96 31.12 84.43 67.36 79.01 52.66
HybridDocFh 91.30 51.15 84.52 54.55 93.97 53.91 87.02 47.05 79.45 43.55 78.37 55.96
HybridLRh 90.64 62.42 89.30 64.38 90.79 49.27 88.36 50.79 83.48 67.72 88.15 68.35
HybridMultiNBh 89.36 61.11 90.13 68.24 90.38 47.74 87.26 51.80 85.63 73.57 91.38 78.37
RoBERTabase 88.85 61.55 93.06 70.32 92.99 57.67 93.67 57.38 89.91 80.22 95.60 86.46

As seen in Figure 3, the hybrid models based on ML coefficients (LR and MultiNB)
obtain competitive results with a RoBERTa base model. They outperform the frequency-
based models (DocF), particularly in terms of Recall and F1 Score, with lower standard
variation across folds. The differences in incidence rates (horizontal black lines of the
PR AUC bar to show the proportion of positive predictions across folds) indicate that
the HybridDocF predictions are less aligned with the transformer and other hybrid-based
models. The figure also shows that hierarchical entity expansion outperforms their coun-
terparts for LR and DocF models, and remains the same in the MultiNB setting.

Finding 2. The hybrid models display higher generalisability when applied to exter-
nal datasets than baseline approaches.

Table 3 shows the generalisability to external validation datasets. As expected, per-
formance drops when evaluating these models with data of a different nature to that used
during training (see §4.1.1 and Table 2 for details on the platform sources, data char-
acteristics and distribution in annotations). This is true, especially in the XtremeSpeech
corpus, which captures data from Kenya and English is used in combination with Swahili
for some texts. We show, however, that the generalisability of our hybrid models is higher
than the baseline, since the gap with the upper bound set by the language models drops
with respect to the in-domain evaluation. Aside from enhancing transparency, the intro-
duction of semantic knowledge is key to making these models more robust to context,
data and domain changes.

Finding 3. Our hybrid models display higher performance than the linguistic (Sys-
tem B) baseline while also providing higher levels of interpretability.

All our proposed hybrid methods outperform Toxic Debias in all metrics except Ac-
curacy in XtremeSpeech English and Gab Hate Corpus. This is due to imbalanced dataset
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Table 4. Error analysis in a False Positives (FP) and False Negatives (FN) sample. A.E indicates the categories
that are associated with possible Annotation Errors. N indicates the number of errors found in our sample.
Semantic knowledge provides a better understanding of training data and model outcomes.

Category (FP) Definition A.E N

Demographic Direct explicit reference to a X 117

descriptor member of the identity group.
Targeted Insults, sexually explicit X 20
language or topics related to the group.
Implicit Referes to a group member X 10
reference using pronouns.
False match Incorrectly flagged due to 3

polysemy.

Category (FN) Definition A.E N

No reference No language related to the X 26
group

Missed at Not identified at validation, 19
content due to misspellings or being

out of training domain.
Missed by Mention not correctly found 85

method or given importance by model.

conditions. As shown in Table 2, these datasets have a lower number of texts from the
positive class. System B Accuracy drops below both supervised and hybrid approaches
when the proportion of true positives is higher (HateXplain), where a model predicting
only one class would have a lower chance of obtaining high scores. We observe how
performance is significantly higher for the hybrid models in all other evaluation metrics.

In addition to outperforming the linguistic baseline, our hybrid approach provides
a higher level of interpretability. While the lexicon only provides terms recognised in
the text to categorise it as being associated with the group (e.g., the term “fag”), our
hybrid methods provide entities, and with them, their semantic structure. In Figure 2

we see that, in addition to the label, the KG structure informs about the fact that it is a
Gay male slang, a Homophobic slur, and holds different meanings across cultures (i.e., a
cross-cultural dysphemism). Similarly, the properties in the KG would also inform that
“faggot” is a related synonym, and that it can be replaced by “gay man”. KG properties
and relations provide a much richer level of knowledge representation than simple terms.
This richer source of semantic knowledge has helped to achieve a competitive hybrid
baseline with the one based on language models.

4.3. Exploiting Semantic Enrichment

This section highlights that the KG is also instrumental to enhance the model’s trans-
parency and robustness to problems in hate speech training datasets. We begin our qual-
itative evaluation with an in-depth error analysis (§4.3.1), and extend it to audit how the
training datasets capture language related to these groups (§4.3.2).

4.3.1. Error Analysis

Using a thematic analysis approach [48], we identify emerging typologies of errors and
group them into distinct categories (Table 4). We focus on LR-based hybrid model with
hierarchical entity expansion (HybridLR h) because it outperforms the MultiNB-based
models in two of the three validation datasets (Table 3). We translate errors into distinct
categories considering: (i) each text, (ii) its group identity annotation, (iii) the model
predicted probability for the gender and sexual orientation identities and, (iv) the list of
entities provided by the model ranked by their weight. Our analysis consists of a 100-
quartile random error sample in the validation datasets, to cover equally errors in all
ranges of predicted probabilities. Sampling in each of the 3 validation datasets results in
280 texts.
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Finding 3. The semantically enriched predictions provided by the adapted KG en-
hance the transparency of the model, which helps to better understand model errors and
to detect possible annotation errors.

As shown in Table 4, we identified seven distinct categories of errors. We first anal-
ysed the false positives (FP) errors (i.e., where the model indicated that the texts mention
gender and sexual orientation identities but annotators indicated the opposite). Our anal-
ysis reveals that, while most of these texts were not annotated as related, they contain
relevant entities, including (i) demographic descriptors such as woman, man, girls, male,
females, trans, girlfriend, homosexual, gay or lesbian, (ii) targeted language, such as in-
sults and sexually explicit references (e.g., sexual assault), and/or (iii) thematically re-
lated entities, like birth, feminist, or lgbt. Less distinctive cases include the use of implicit
references such as pronouns to refer to members of the group. It is important to highlight
that all of these instances could be interpreted as annotation errors rather than model er-
rors since the annotators may have missed relevant information in the text. While more
experiments are needed to provide robust conclusions, these results seem to indicate that
the information provided by the KG could be key to further investigating annotation dis-
agreements. We find only 3 examples that are incorrectly categorised by the model due
to polysemy (e.g., “straight” not meaning a sexual orientation), which were clear model
errors.

We then analysed the false negative (FN) errors (i.e., instances where our model said
that the text did not belong to the categories of gender and sexual orientation and the
annotators indicated the opposite). The first category identified is No Reference. These
are texts that do not display any term associated with sex and sexual orientation. These
can also constitute annotation errors, where the annotator wrongly associated the text
with these identities. The second category identified is Missed at content. These are errors
where KG had the relevant entities, but they were not recognised within the text due
to spelling mistakes (e.g., “feminisium”, “gayfagsex”), or because those entities did not
appear in the training corpus used during the KG adaptation phase (e.g., “sexism”). The
third category identified is Missed by method. This reflects errors where either the KG
did not contain the relevant information due to lack of coverage (e.g., “gayzors, “lezbos”,
“fellatiate”, “madam”, or “negress”) or the relevant entities had a low weight assigned
during the KG adaptation phase (e.g., “transphobe”, “prostitutes”, or “polygamy”). These
issues constitute 65% of the errors. In some cases, entities related to the group receive a
low weight during KG adaptation due to having noisy synonyms (e.g., “t word” as related
synonym of “tranny” and found in texts with “t* word”). These observations could help
to improve the specificity of the KG by revisiting which properties to use as synonyms for
the entity recognition. Similarly, lack of coverage can also be due to an insufficient level
of granularity with the KG (e.g., “daughter” and “son” as synonyms for “child”, which is
not expressing gender). These insights provide relevant information for improving both
the KG and the proposed hybrid solutions.

Overall, we are able to identify these error categories guided by the additional se-
mantic information provided by the hybrid approach. The issues identified along the
model pipeline will help us in our future work to refine our hybrid models and enhance its
performance. We also draw attention to the finding that grounding predictions on knowl-
edge can help us to better understanding not only model errors, but the ambiguous cases
that exist within the data that may be harder to classify by human annotators.
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Table 5. KG entities sorted by feature importance that represent the language related to Gender and Sexual
orientation in a sample of true predictions and errors. Semantic knowledge displays hard-to-classify cases for
the model and the human annotators.

Sample Target Group Language
True Positives woman, man, LGBTQ, LGBT, .lgbt, man who has sex with men, r/lgbt, male gender identity, lesbian woman,

female gender identity, gay man, .gay, transgender person, Black man, gay, homo, gay person, gender,
heterosexual, homosexuality, feminist, lesbian, asexual and homoromantic person, gai, A-Gay, heterosexual

person, gay identity, human homosexuality, sak veng (long hair), queer sexual orientation, transgender,
same-gender marriage, marriage, transgenderism, heterosexuality, womanism, pederasty, lesbian identity,

sexuality, heterosexual identity, lesbianism, homosexualism, personal identity, homophobia, queer identity,
person who menstruates, mixed-orientation marriage, single person, sex, feminism, partner, marital partner,

sex worker, fag, faggot, masculism, pussy, hers, thot, rape, menstruation, bitch

Missing in woman, man, LGBT, woman of color, .lgbt, man who has sex with men, r/lgbt, male gender identity, female
annotation gender identity, .gay, gay, gay person, heterosexual, homosexuality, feminist, lesbian, asexual and

homoromantic person, gai, A-Gay, gay identity, human homosexuality, queer sexual orientation, transgender,
same-gender marriage, marriage, interpersonal orientation, womanism, lesbian identity, sexuality, homosexualism,

personal identity, lesbianism, homophobia, queer identity, single person, abusive person, sex, interpersonal
attraction, partner, faggot, semen, pussy, hers, bitch

Missing in man who has sex with men, feminist, marriage, homophobia, person who menstruates, sex, interracial marriage,
prediction sex work client, marital partner, parent, sex worker, fag, faggot, rapist, female gender role, pussy, abortion,

morphological enlargement, hers, vagina, thot, penis, rape, domestic violence, she, bimbo, sexual abstinence,
cunt, bitch, he, whore, slut, fuck, Mrs., rainbow flag

4.3.2. Auditing Training Datasets

Motivated by our error analysis, we exploit our semantically enriched method to assess
how hate speech training dataset captures identity group language. The result of this
analysis can be seen in Table 5. We follow the same approach in (§4.3.1) and draw a
100-quartile sample of true predictions, which includes 286 texts. We then use the el-
bow method [49] to filter those entities that are more relevant considering the weights
provided by the HybridLR h model. Within this category (True Positives) we show those
relevant entities extracted from texts where both, the model and the human annotators,
agreed that the text was related to these identities. We note that these lists are not in-
tended to provide an exhaustive list of all the language related to gender and sexual ori-
entation. Nevertheless, they provide the minimum set of KG entities required to identify
language references to these identities, and gives valuable insights to better understand
how common hate targets are captured by the hate speech training datasets.

We conduct the same analysis in the samples with mismatches of annotation and
model predictions. Within the category Missing in annotation, we display the relevant
entities in texts indicated as related by the model, but not by the human annotators. Using
the same data from the error analysis, the list includes language from 147 texts, and
highlights relevant entities that the annotators may have missed when assessing the texts.

Within the category Missing in prediction, we display the relevant entities in texts
indicated as related by the human annotators, but not by the model. The list highlights
relevant entities that, while available within the KG, were not given enough relevance
during the hybrid approach. Entities in italics correspond to those not included by the
elbow point due to having a lower weight, but required to identify related texts. Entities
in bold are unique to the texts missed in the prediction. This important entities highlight
the complexity of learning language, as some of these entities may only be related to the
gender and sexual orientation identities in specific contexts (e.g, f*ck as a swear word,
or being sexually explicit). The same is true for entities that appear in texts that are only
sometimes annotated as related (e.g. woman, LGBT, gay).
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Finding 4. A knowledge-grounded approach for understanding hate from the per-
spective of gender and sexual orientation identities helps to identify language relevant
for their recognition in hate speech, as well as the terminology that may be associated
with either model or annotation errors.

5. Conclusion

We present a novel hybrid approach for grounding deep learning predictions in semantic
knowledge relevant to the recognition of language references to gender and sexual ori-
entation in hate speech. First, selecting a KG as semantic knowledge is a richer form of
structured knowledge than existing linguistic approaches, providing novel semantically
enriched predictions that are as effective to the use of black-box language models. Sec-
ond, an adaptation phase based on machine learning allows finding an optimal represen-
tation level, which is a major challenge for applying semantic knowledge to downstream
tasks. Finally, we propose a simple and effective feature-based approach to integrate the
adapted KG to a neural network. Our evaluation on gender and sexual orientation demon-
strates that a knowledge-grounded approach is key to enhance model transparency, ro-
bustness, and handling of annotation errors. Particularly, as it can highlight vocabulary
for better understanding how training data captures identity group language, what are the
type of errors in the model and, more interestingly, the ambiguities in human annotations.

We acknowledge we only evaluate our approach on two particular groups and one
KG. Further research on other target groups would underline the value of knowledge-
based approaches to hate speech detection. Similarly, considering a variety of KG do-
mains and sizes would provide valuable insights on how to integrate them more effec-
tively. KGs are generally costly to generate and maintain, and sometimes their coverage
may not be sufficient for the task [50]. Our work however shows that, when this knowl-
edge is available, it can positive complement and enhance a standard deep learning ap-
proach. We acknowledge the limitations of hate speech evaluation using standard perfor-
mance metrics and leave as future work settings specific to the task [51,52] tailored to
these identities. In terms of annotation findings, our semantically enriched models un-
cover references in 97% false positive errors. A more exhaustive analysis is needed to
investigate the reasons behind these disagreements and the extent to which these cases
constitute difficult to classify training examples that could improve hate speech recog-
nisers [53]. Nevertheless, analysing hate in terms of the groups targeted is critical due
to the subtlety of this language, which makes the recognition of hate speech even more
difficult for annotators to understand and perceive [20].

To conclude, we particularly emphasise that this work does not aim to infer an indi-
vidual’s sensitive attributes [54]. This work rather aims to attend to the sociolinguistic as-
pects in hate speech in the hope of better contextualising automatic recognition systems
with the language use of the social realities they imply.
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