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Abstract: COVID-19 has created a panic all around the globe. It is a contagious dis-
ease caused by Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2),
originated from Wuhan in December 2019 and spread quickly all over the world.
The healthcare sector of the world is facing great challenges tackling COVID cases.
One of the problems many have witnessed is the misdiagnosis of COVID-19 cases
with that of healthy and pneumonia cases. In this article, we propose a deep Convo-
lutional Neural Network (CNN) based approach to detect COVID+ (i.e., patients
with COVID-19), pneumonia and normal cases, from the chest X-ray images.
COVID-19 detection from chest X-ray is suitable considering all aspects in compar-
ison to Reverse Transcription Polymerase Chain Reaction (RT-PCR) and Computed
Tomography (CT) scan. Several deep CNN models including VGG16, InceptionV3,
DenseNet121, DenseNet201 and InceptionResNetV2 have been adopted in this pro-
posed work. They have been trained individually to make particular predictions.
Empirical results demonstrate that DenseNet201 provides overall better performance
with accuracy, recall, F1-score and precision of 94.75%, 96%, 95% and 95% respec-
tively. After careful comparison with results available in the literature, we have
found to develop models with a higher reliability. All the studies were carried out
using a publicly available chest X-ray (CXR) image data-set.

Keywords: COVID-19; convolutional neural network; deep learning; DenseNet201;
model performance

1 Introduction

COVID-19 has thrown peoples’ lives into disarray all around the world. A virus named SARS-CoV-2 is
responsible for this contagious disease [1]. The first known case was identified in Wuhan, Hubei province,
China in December 2019 [2]. Later it gradually spread to all parts of the world. As of November 15,2021 the
number of affected and death cases are 254,050,589 and 5,115,804 respectively [3]. Symptoms of COVID-
19 vary from one patient to another—-however fever, cough and shortness of breath have been found to be the
most common traits amongst the infected people [4]. Through the respiratory droplets, the virus can spread to
others who are within six feet from the infected ones [5]. The world is facing a massive disruption in the
global economy. According to the World Bank, it will take 80 years to recover from this global economic
meltdown [6].
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COVID-19 can be detected using several techniques including RT-PCR test, image analyzing of chest X-
ray and CT scans. RT-PCR is an effective way of COVID-19 detection, but it takes time on sample collection
[7] and requires special kits that may not be available everywhere [8]. This test can give reliable results but
according to laboratory facilities, it may take on average six to eight hours for processing each case [9].
Another way to diagnose COVID-19 is through the analyzing of chest CT scan images [10]. People with
overexposure of radiation from CT scans have high risks of cancers [11]. Due to COVID-19, the numbers
of CT scans have increased significantly. This increases the overexposure to radiation and consequently
the likelihood of developing cancers in radiographers. Alongside it is also expensive, needs clinical
expertise to operate and may not be available in the underdeveloped region of a country. However, chest
X-ray tests are inexpensive and have a low risk of radiation, compared to CT scan [12]. The World
Health Organization (WHO) finds chest X-ray images to be a very effective method in the diagnosis of
COVID-19 [13].

1.1 Goals and Objectives

In the recent time, patients with pneumonia have been misdiagnosed as COVID patients. In this article,
we aim to solve this problem by developing an intelligent system that would be able to classify whether a
patient has pneumonia or COVID. Furthermore the system is able to correctly identify the normal cases.
A comparison between five different deep CNN models has been presented in this work. Comparing all
the model performances on a publicly available CXR image data-set from Kaggle [14], we selected the
most accurate one.

1.2 Contributions

After the outbreak of coronavirus doctors are focusing more on COVID-19. In many cases, they begin
COVID-19 management finding few similar COVID symptom for a patient [15], which would not have been
done prior to this pandemic. As a result it leads to early misdiagnosis as well. Few symptoms of COVID-
19 matches with other repository disease (i.e., pneumonia), that is mainly the reason of raising
misdiagnose issue. To tackle this issue we employed five renowned deep CNN model to classify
COVID+, pneumonia and normal case. Although the models are existing one, we rather focused more to
solve three class predicting problem.

Rests of the segments of this article are organized as follows: Section 2 describes Literature Review.
Methods and Materials have been provided in Section 3 while Section 4 provides a detailed discussion on
results. Finally the article is concluded in Section 5.

2 Literature Review

Thus far, a lot of research has been done to detect COVID-19 using the CNN approach. In this section
we discuss some research that used chest X-ray images to classify COVID-19.

Azemin et al. [16] proposed a Deep Learning (DL) method based on ResNet101 CNN architecture to
detect COVID-19 from chest X-ray. ResNet101 has been used for its residual learning framework, due to
which the model has lower computational complexity. In this study thousands of chest X-ray images were
utilized in the pre-trained phase to distinguish meaningful objects, and thousands more were used in the
re-trained stage to detect abnormalities. This method obtained only 71.9% accuracy.

Nishio et al. [17] built a Computer-Aided Diagnosis (CADx) to classify COVID-19 pneumonia, non-
COVID-19 pneumonia and healthy lung. They adopted VGG16 to train on a customized data-set. To
avoid the noise in the data-set, lateral view and CT images were excluded. Combination of three types of
data augmentation methods (conventional method such as flipping, shifting and rotating etc, mixup and
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Random Image Cropping and Patching-RICAP) were applied to prevent over-fitting in model training. The
CAD system provides 83.6% accuracy over the test set containing 125 CXR images.

Rahaman et al. [18] trained 15 different CNN models and after careful comparisons in terms of
precision, recall and F-1 score, selected the most suitable one. All the models have been trained on a
custom data-set consisting of CXR images of COVID-19, pneumonia and healthy patients. Various data
augmentation techniques have been applied on the training sample to improve the model performance.

Khan et al. [19] presented a deep CNN model named CoroNet, which automatically detects COVID-
19 infection from chest X-ray images. This proposed model was developed on Xception architecture and
trained on a custom ImageNet data-set. The model obtained an overall accuracy of 89.6%.

Erdem et al. [20] offered a comparison between six different DL models that trained over a custom data-
set. They applied transfer learning methods on the data-set. Data augmentation technique has been adopted to
reduce model over-fitting. The training phase was performed with batch size of 32 and learning rate of
0.0001. Among the six models, InceptionV3 provides the highest accuracy of 90%.

Hasan et al. [21] reported a DL approach to detect pneumonia in COVID+ patients (i.e., patients who
have been diagnosed to have COVID-19). They worked on the same data-set that we used to train
different CNN models. Keras image data generator technique is used to perform data augmentation. After
that the data-set has been split into train and test sets in the ratio of 80% and 20% respectively. The
overall accuracy was 91.69% in predicting pneumonia in COVID+ patients. VGG16 provides the highest
accuracy after epoch 7, when training and validation loss decreased and accuracy increased.

Abbas et al. [22] proposed a CNN based architecture based on DeTraC model (Decompose, Transfer and
Compose) which facilitates the pre-trained CNN models to improve their performance to classify COVID+
cases from the chest X-ray images. By adding a class decomposition layer to the pre-trained models, DeTraC
can be accomplished. The class decomposition layer seeks to divide each class in the dataset into numerous
sub-classes, assign new labels to the new set, and consider each subset as an independent class before

reassembling the subsets to produce final predictions. The mechanism reported the highest accuracy of
93.1%.

Wang et al. [23] tailored a CNN model, named COVID-Net which can predict COVID-19 from CXR
images using a human-machine collaborative design strategy. A benchmark data-set is used for training
and evaluating the model. The introduced model achieved 93.3% accuracy in three class (COVID+,
pneumonia and normal case) prediction.

Table 1: Analysis of the discussed literature

Literature Approach  Pros  Class predicts  Result in accuracy

Azemin et al. [16] ResNetl01 The model performed  COVID+, normal 71.9%
over only frontal view
chest X-ray images

Nishio et al. [17]  VGG16 The developed CADx  COVID+, pneumonia, normal 83.6%
system improves model
accuracy and robustness

Rahaman et al. [18] VGG19 Transfer Learning (TL) COVID+, pneumonia, normal 89.3%
was applied to overcome
insufficient data and
training time

(Continued)
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Table 1 (continued)

Literature Approach  Pros  Class predicts  Result in accuracy

Khan et al. [19] CoroNet Used a TL method to ~ COVID+, pneumonia, normal 89.6%
initialize model by
weighted parameters

Erdem et al. [20]  InceptionV3 Applied TL to overcome COVID+, pneumonia, normal 90%
insufficient data and
long training time
Hasan et al. [21] VGG16 Machine Learning (ML) Pneumonia in COVID-19 91.69%
tools (i.e.,
LabelBinarizer) were
used on the images to
transform them into
categorical form

Abbas et al. [22] ResNet The used DeTraC COVID+, SARS and normal case 93.1%
method helps to improve
model performance

Wang et al. [23] COVID-Net COVID-Net, a hand- COVID+, pneumonia, normal 93.3%
stitched human-machine
collaborative design
strategy was employed
to make prediction from
images

All the discussed literatures have used CNN technique to classify COVID-19 and other disease (i.e.,
pneumonia and normal case). Most of them solved three class prediction problem and achieved very
good accuracy. But our proposed model is higher in accuracy.

3 Methods and Materials

In this article, we investigate, assess and analyze the influence of different CNN architectures using
image dataset containing chest X-ray images of patients who are healthy, COVID infected or have
Pneumonia.

Before we embark into the training phase, data augmentation techniques have been applied to tackle
class imbalance issues. All images were reshaped to 224 x 224 pixels. All the images of the data-set are
taken from only one angle. This will be a problem as it is impractical to always take the image from the
same angle. The applied data augmentation techniques would tackle this issue as well. The system
architecture is provided in Fig. 1.

3.1 Data Collection & Pre-processing

X-ray images of patients from [14] were used in this work. Fig. 2 shows sample images from this dataset.
This dataset has already been divided into a test dataset and a train dataset. 80% of the data is in the train
dataset. On the other hand, the test dataset holds 20% of the data.
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After obtaining the dataset [14] from kaggle, we applied some preprocessing task on it. Image data
augmentation is a technique, that we have used in our article to artificially increase the size of our
training dataset by creating modified versions of images in the dataset. Image data augmentation is used
to increase the size of the training dataset in order to improve the performance and capability of the
models used in this article. Data augmentation techniques such as padding, cropping, rotating, resizing
and flipping are the most common methods that are we used over the images to increase the size of the
dataset. In this project we have done data augmentation through some parameters or measurements which
is mentioned in Tab. 4. Fig. 3 shows the different data augmentation techniques that we applied on the
dataset.

Original Image | Horizontal flip Vertical flip

ax

Figure 3: Sample data augmentation

3.2 Model

After completing the data pre-processing stage, the data-set is divided into train and test set. The train set
is ready to be fed into CNN architecture. In this article, we have used five types of deep CNN architectures:
VGGI16, InceptionV3, DesNet121, DesNet201 and InceptionResNetV2 have been evaluated. All these
architectures are briefly described below.

VGGI16 is a 16 convolutional layer architecture [24]. There are four types of layers which are
convolution + relu, max pooling, fully nested + relu and softmax. The final output of the max pooling
layer, which performed over 2 x 2 pixels [24]. Fig. 4 [24] shows the basic network architecture of VGG16.

224 x224x3 224 x224x64

112 x 112 x 128

56|x 56 x 256

28 x 28 x 512
114x14x512 44 1x4096 1 x 1 x 1000

7x7x512

@ convolution-+RelLU
' max pooling
fully nected+RelLU
softmax

Figure 4: VGG16 architecture
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In InceptionV3 model, factorized Convolutions is the initial part of the model. It also keeps a check on
the network proficiency [25]. The auxiliary classifier mainly used for connecting each layer to maintain
continuous process [25]. Fig. 5 [25] shows the basic network architecture of InceptionV3.

Input: 299x299x3, Output:8x8x2048

Convolution Input: Output:
AvgPool 299x299x3 8x8x2048
MaxPool
Concat

Dropout

Fully connected
Softmax

iH

Final part:8x8x2048 -> 1001

Figure 5: InceptionV3 architecture

We used the DenseNet architecture in our work because it reduces the vanishing-gradient problem,
reinforces highlight proliferation, energizes highlight reuse, and considerably diminishes the number of
parameters [26]. In our work we have used DenseNet121 and DenseNet201 which are designed by
121 and 201 convolutional layers respectively. Fig. 6 [26] shows the DenseNet architecture.

Figure 6: DenseNet architecture
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We have used a renowned CNN model which belongs to Inception family of architectures with
collaborative residual connections [27]. InceptionResNetV2 is a CNN model which is designed by
121 deep layers. This architecture results in an image output of 299 x 299 pixels. Fig. 7 shows the basic
network architecture of InceptionResNetV2 [27].

Dropout
(keep 0.8) ‘

Average Pooling <—‘ 5 x Inception Resnet-C Reduction-B

Figure 7: InceptionResNetV2 architecture

3.3 Testing Process

The most important aspect of an article is whether or not the processes used works properly. To
investigate this, some testing must be performed, as illustrated by the flow chart below Fig. 8. The
learned model is loaded first, whether it is VGG16, DenseNet, InceptionV3 or InceptionResNetV2 and
then a new image (unseen) is provided as input. After we input an image, the model classifies it and
displays the results, whether that image is holds COVID infection or not.

Sta rt ‘_—> InPUt imase

A4

Classify image
processing using model

Stop — Display results «—

Figure 8: Result process

4 Results and Discussion

The experiment was run on a 64-bit version of Windowsl1 using Python 3.6 as the software
development language in a Jupyter notebook. To build and train the model, the entire experiment was
implemented in the TensorFlow framework using Keras as the back-end. The whole application is
implemented on a computer with an Intel® Core-TM 15-8250U Processor (6M Cache, 1.60 GHz to
3.40 GHz) and 8 GB RAM. To begin, the data were divided into two categories: 80% training data and
20% testing data with random state, as shown in Tab. 2. As a validation dataset, we used the test dataset
for our model. During training and validation, we will begin investing the learning curves acquired by all
backbone models with fine tuning parameter weight. On the images, we used the Keras image data
generator technique to provide data augmentation. We used image augmentation techniques to enhance
the number of samples in the dataset and improve the classification model’s performance. Our image
augmentation parameters were a rotation range of 20, zoom range of 20, width shift range of 0.2, height
shift range of 0.2, shear range of 0.10, vertical flipping and horizontal flipping. The number of epochs
was set at 50 for consistency of results and due to the size of the dataset. All hyperparameter shown is
Tab. 3. As optimization features, a learning rate of 0.001 using the Adam optimizer and a cross-entropy
using categorical were used in this experiment. We employed the fine-tuning technique to optimize our
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total trainable parameter weights. Even when there is enough training data, fine-tuning is preferred because it
considerably reduces training time. A pretrained model (base-model) and a new model (head-model) were
built in our trained model. Each layer in Keras has a parameter called “trainable” which has been set to
be “non-trainable” in the base-model and the head-model to set the total trainable parameters. Tab. 4
shows the total trainable parameters for particular CNN architectures which were trained with our data-set.

Table 2: Datasets for training and validation

Dataset Number of images in the dataset  Class Number of images
Training data 5144 Covid-19 460
Normal 1266
PNEUMONIA 3418
Testing data 1288 Covid-19 116
Normal 317

PNEUMONIA 855

Table 3: Model training parameters and functions

Parameters Values/types
Epoch 50
Initial learning rate 0.001
Batch size 16
Optimizer Adam
Execution environment CPU
Shuffling Each epoch
Loss function Categorical cross-entropy
Rotation and Zoom range 20%
Width and height shifting 20%
Shear range 10%
Horizontal and Vertical flip Yes
Rescaling 1/255
Fill mode Nearest
Table 4: Total trainable parameters
Model Total trainable parameters
DenseNet121 65795
Inception Resnet V2 98563
InceptionV3 131331
VGG16 33027
DenseNet201 123139
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For every fine-tuned model, the accuracy and loss results in the training and validation procedure is
given in Tab. 5. From Tab. 5 we see the best epoch result in our trained models. We can further conclude
that DenseNet201 architecture has provided the best training and validation accuracies.

Table 5: Overall classification accuracy and loss of the models at best epoch

Model Best epoch Training accuracy Validation accuracy Training loss Validation loss
Inception v3 46,50 95.82% 95.01% 12.80% 17.24%
DenseNet121 42,50 97.21% 95.92% 7.3% 12.23%
VGG16 21,41 94.06% 94.88% 16.28% 14.71%
Inception Resnet v2 42,50 96.14% 94.66% 12.14% 16.30%
DenseNet201 40 98.06% 96.80% 5.6% 9.02%

The training and validation curves for all models are shown in Figs. 9—13. These figures demonstrate
how training and validation accuracy increase or decrease with consecutive epochs, as well as training
and validation losses. The number of epochs is plotted on the x-axis, while the accuracy/loss is plotted on
the y-axis.

model accuracy of VGG16 model loss of VGG16
| | w LOSS
0.94 . : | A 0.40 Validation Loss
092 ; : | N -
Y. 2 ' 035
> 090 ‘ ye2 ,
2 Y ' @ 030
=l
g oss ' 3
| 0.25
086
0.20 1
084 —— Accuracy
Validation Accuracy 4
082 -, T - T y T e : : . : v v
0 10 20 30 40 0 0 10 20 30 40 50
Epoch Epoch
Figure 9: Training-validation accuracy loss and loss of VGG16 model
Training vs validation accuracy of DenseNet201 Training vs validation loss of DenseNet201
098 030 — LO55
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096 0.25 )
> 0.20
8 094 ; 4
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Figure 10: Training-validation accuracy loss and loss of DenseNet201 model
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Figure 11: Training-validation accuracy loss and loss of InceptionResNetV2 model
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Figure 12: Training-validation accuracy loss and loss of InceptionV3 model
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Figure 13: Training-validation accuracy loss and loss of DenseNet121 model
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The confusion matrix is used for evaluating different classification metrics (e.g., precision, recall, F1-
score and accuracy) which can be used to assess a model’s performance. Fig. 14 shows the confusion
matrix for the five different models that have been used.

Predicted label Predicted label
True label True label
COVID-19 | NORMAL PNEUMONIA COVID-19 | NORMAL PNEUMONIA
COVID-19 112 2 2 COVID-19 71 5 1
NORMAL 0 301 16 NORMAL 0 259 3
PNEUMONIA 0 78 777 PNEUMONIA 0 58 632
Model- VGG-16 Model- DenseNet201

Predicted label Predicted label

True label True label
COVID-19 [ NORMAL | PNEUMONIA COVID-19 | NORMAL | PNEUMONIA
COVID-19 76 1 0 COVID-19 75 0 2
NORMAL 0 248 14 NORMAL 1 232 29
PNEUMONIA | 4 45 641 PNEUMONIA 3 21 666
Model- Inception-ResNet- V2 Model- Inception V3

Predicted label

True label

COVID-19 | NORMAL PNEUMONIA
COVID-19 76 0 it
NORMAL 0 252 10
PNEUMONIA 1 52 647

Model- DenseNet121

Figure 14: 3-class classification confusion matrix

Tab. 6 presents the classification performance result for our trained model for the three classes (COVID-
19, NORMAL and PNEUMONIA). All the models have a very high performance when it comes to
classifying COVID+ and pneumonia images, but to classifying the normal images the performance is
slightly lower than COVID+ and pneumonia images. DenseNetl2]1 and DenseNet201 have better
precision, recall (sensitivity), and F1-Score when it comes to classifying COVID+ and Pneumonia.
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Inceptionv3, DenseNet121, and DenseNet201 perform well in terms of precision, recall (sensitivity), and F1-
Score in addition to classifying normal cases.

Table 6: Performance results from all of the evaluation models for each class

Model Class Precision Recall F1-Score
Inception v3 COVID-19 95% 97% 96%
NORMAL 92% 89% 90%
PNEUMONIA 96% 97% 96%
DenseNet121 COVID-19 99% 99% 99%
NORMAL 86% 96% 91%
PNEUMONIA 98% 94% 96%
VGG16 COVID-19 100% 97% 98%
NORMAL 80% 95% 86%
PNEUMONIA 98% 91% 94%
Inception Resnet v2 COVID-19 95% 99% 97%
NORMAL 84% 95% 89%
PNEUMONIA 98% 93% 95%
DenseNet201 COVID-19 100% 92% 96%
NORMAL 81% 99% 89%
PNEUMONIA 99% 92% 95%

The validation accuracy, macro average (precision, recall, and F1 score) of various pre- trained models
were compared in this study, as shown in Tab. 7. The macro-average is used to determine how well the
system performs overall across data sets. The macro-average function computes F-1, Precision, and
Recall for each label and provides the average without taking the proportion for each label in the data-set.
DenseNet121 performed well with a model accuracy of 96.65%, followed by Inception v3 with a model
accuracy of 96.40% and DenseNetl121 with a classification accuracy of 96.02%. In terms of performance
measures, all of the models perform well, but the DenseNet121 model shows consistently better results
than other models in performance metrics (Precision 95%, Recall 96% and F1-Score 95%).

Table 7: Performance score

Model Model accuracy Precision Recall FI1-Score
InceptionV3 94.53% 95% 95% 95%
DenseNet121 93.50% 95% 9%  95%
VGG16 92.39% 93% 94% 93%
InceptionResnetV2  93.78% 94% 95% 94%
DenseNet201 94.75% 95% 94% 94%




532 CSSE, 2023, vol.44, no.1

Tab. 8 compares our proposed work with notable works available in the literature. We compared the
accuracy metric only since most of the work in the literature (as described in Tab. 8) reported the
accuracy metric. It is also to be noted that along with accuracy, other performance metrics for our models
are high.

Table 8: A comparison of the proposed model to other existing deep learning-based studies

Reference Model Prediction Accuracy
Azemin et al.  ResNet-101 COVID+ and normal 71.9%
[16]

Nishio et al. VGG-16 COVID-19 pneumonia, non-COVID-19 pneumonia and 83.6%
[17] healthy lung

Rahaman et al. VGG-19 COVID+, pneumonia and normal 89.3%
[18]

Khan et al. [19] CoroNet COVID+, pneumonia (bacterial and viral) and normal  89.6%
Erdem et al. InceptionV3 COVID+, pneumonia and normal 90%
[20]

Hasanetal. [21] VGG-16 Pneumonia in COVID-19 91.69%
Abbeas et al. ResNet (with COVID+, SARS case and normal 93.1%
[22] DeTraC)

Wang et al. [23] COVID-Net COVID+, pneumonia and normal 93.3%
Proposed DenseNet121 COVID+, pneumonia and normal 94.75%
method

5 Conclusion

In this article, a multi-classification deep CNN model was designed for detecting COVID infected,
pneumonia and normal case. As there have been a number of misdiagnosis amongst healthy, COVID
infected and pneumonia patients, our work focuses on models that can classify these three cases reliably.
We applied different types of deep CNN architecture such as VGG16, InceptionResnetV2, DenseNetl21,
DenseNet201 and InceptionV3 after careful pre-processing. Using the COVID-19 and pneumonia patients
data-set, we demonstrated a mechanism for selecting appropriate models of estimation and prediction of
desired parameters. Empirical results demonstrate that DenseNet201 provides overall better performance
with accuracy, recall, F1-score and precision of 94.75%, 96%, 95% and 95% respectively. After careful
comparison with results available in the literature, we have found that our demonstrated model is much
higher in accuracy and more reliable than others. In our future work, we aim to collect more dataset to
enrich our model.
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