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Abstract: The demand for the exploration of ocean resources is increasing expo-
nentially. Underwater image data plays a significant role in many research areas.
Despite this, the visual quality of underwater images is degraded because of two
main factors namely, backscattering and attenuation. Therefore, visual enhance-
ment has become an essential process to recover the required data from the
images. Many algorithms had been proposed in a decade for improving the qual-
ity of images. This paper aims to propose a single image enhancement technique
without the use of any external datasets. For that, the degraded images are sub-
jected to two main processes namely, color correction and image fusion. Initially,
veiling light and transmission light is estimated to find the color required for cor-
rection. Veiling light refers to unwanted light, whereas transmission light refers to
the required light for color correction. These estimated outputs are applied in the
scene recovery equation. The image obtained from color correction is subjected to
a fusion process where the image is categorized into two versions and applied to
white balance and contrast enhancement techniques. The resultants are divided
into three weight maps namely, luminance, saliency, chromaticity and fused using
the Laplacian pyramid. The results obtained are graphically compared with their
input data using RGB Histogram plot. Finally, image quality is measured and
tabulated using underwater image quality measures.

Keywords: Underwater image; backscattering; attenuation; image fusion; veiling
light; white balance; laplacian pyramid

1 Introduction

Underwater exploration has become a demanding field today. Research are undertaken in resource
exploration and extraction as the ocean contains an abundant amount of many resources that are very
essential for mankind. State of those resources is essential and this is where visual data of those resources
plays a predominant role. But there is degradation in getting those data. The two main factors in the
degradation of the visual quality of underwater images are Backscattering and Attenuation.
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Backscattering [1] occurs due to the reflection of light particles back in the same direction. These internal
light particles are stood between the camera lens and the object. The intensity of light particles mostly
depends on turbidity of the water. More the turbidity greater will be the effect of backscattering
underwater. Not only light particles, even excessive content of sand and plankton can cause
backscattering. Fig. 1 describes the underwater imaging model where the flow of backscattering is shown.

The word attenuation is otherwise called as extinction. In physics, attenuation is defined as the loss of
flux intensity of the medium. The intensity of atmospheric light decreases as depth increases due to
absorption of light. This makes the color look more bluish as the other colors are absorbed. Some of the
passive factors that cause attenuation are scattering, noise etc. Color spectrum model of Attenuation of
light is shown in Fig. 2.

The paper is organized as follows, Section 2 deals with related works, Section 3 gives a detailed
explanation about the proposed method. In Section 4 results are displayed. In Section 5 paper is
concluded with the impact. Finally in Section 6 future scope of the proposed work is described.

Figure 1: Underwater imaging model

Figure 2: Attenuation of light
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2 Related Works

Many visual enhancement techniques are developed every day. Based on the requirements, each
technique has its own specificity. In this section, some important techniques are reviewed, which are
related to the proposed approach.

2.1 Histogram Equalization

Histogram Equalization is a method to improve the visual quality of underwater images taken in
distorted light conditions. The main objective of histogram equalization is to enhance the contrast of the
degraded image. Gwanggil [2] developed a Histogram Equalization method for color images. In this
approach, RGB image is taken are input. This input is first converted to HSV (Hue, Saturation and Value)
color spaces and split into 3 channels. Then Histogram equalization is applied to S and V channels.
Finally, Channels are merged and converted to RGB images as shown in Fig. 3.

This approach is not applicable when flat histogram is needed. To overcome this Adaptive Histogram
Equalization is developed. Several histograms are computed for each part of the image. The main theme
of Adaptive Histogram equalization is to convert each pixel with transformation function derived from
near closest region. The main problem of AHE is over amplification of noise. To overcome this Rajesh
Kumar et al. [3] proposed CLAHE (Contrast Limited Adaptive Histogram Equalization).

2.2 Dark Channel Prior

This approach was initially proposed for atmospheric hazy images. The main objective of this algorithm
is to estimate the transmission of the input image. Using this, the hazy part of the image is removed. Drews
et al. [4] developed underwater dark channel prior (UDCP) to estimate the transmission in underwater
efficiently when compared to the normal DCP algorithm.

The above Fig. 4 shows the flow diagram of the dark channel prior analysis. Galdran et al. [5] perceived
that red channel intensity decreases with an increase in distance of the camera. To overcome this Red Channel

Figure 3: Histogram equalization
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Prior is developed. This method is applicable for low wavelengths underwater. Simon et al. [6] proposed a
Hierarchy based model where haze–opaque regions are identified. The main objective of this model is the
estimation of backscatter.

2.3 Hardware

There are some methods that involve specialized hardware for the visual enhancement of underwater
images. Considering an example, the divergent beams, underwater LIDAR imaging system [7] possess an
optical sensing technique to capture underwater images with more turbidity. But the investment needed to
apply this process is very expensive and time-consuming. Even after the establishment the device should
be monitored and cleaned which is not practical. So, this method is not applicable for constant data
retrieval of underwater images.

3 Proposed Method

In this proposed method underwater images are visually enhanced with two important steps. They are
Color Restoration and Fusion.

3.1 Color Restoration

The main objective of color restoration process is to solve the problem of attenuation in underwater
images. As shown in Fig. 5 Color with lower intensity (most probably red) is recovered in three main
steps they are Veiling Light Estimation, Transmission Estimation and Scene Recovery.

Figure 4: Dark channel prior
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1) Veiling Light Estimation: Veiling light or Background Light [8] is a very important factor for many
dehazing algorithms. It is defined as the atmospheric light which is scattering from particles in
underwater in a hazy are into the line of sight of imaging. This results in image degradation
leading to the low visual quality of underwater images. Firstly bright regions are estimated by
developing a histogram in YCbCr color space in Luma channel. Equivalent pixels are found out
for refinement process. Finally, Veiling Light is estimated by taking the average of the remaining
pixels [9]. V = (xv, c), where xv∈ℝ2 and refers to the location of the veiling light and c∈ℝ3

which determines the RGB value of xv and V refers to the veiling light.
2) Transmission Estimation: The main objective of transmission estimation is to prevent oversaturation

and artefacts in background regions. The oversaturation problem arises when image values range
beyond the values, 0 and 1. The reason for oversaturation is the wrong estimation of bright
regions. This results in incorrect estimation transmission values. Artefacts are defined as the
features obtained in an image but are not originally present in a captured object. They normally in
background regions due to low transmission values obtained from an image.

tðxÞ ¼
tLBðxÞ DM ðIðxÞÞ � D�

M þ rM
t�B ðxÞ DM ðIðxÞÞ � Dmax

M þ rM
aðxÞ: tLBðxÞ þ ð1� aðxÞÞ: t�ðxÞ otherwise

8<
: (1)

where tLB(x) signifies transmission in lower bound, t�B ðxÞ refers to compliment of bound transmission,
D�

M refers to the average of Mahalanobis distance of the veiling-light pixels and Dmax
M refers to the

maximum of Mahalanobis Distance of the veiling light pixels.

3) Scene Recovery: The values obtained in veiling light estimation and transmission estimation are
applied in image formation model.

sðxÞ ¼ IðxÞ � V

tðxÞ þ V (2)

3.2 Image Fusion

An error of Backscattering is recovered using Fusion Process [10]. Image obtained from restoration
process is taken as an input image. Two versions of the input image is applied to White Balance and
Contrast Enhancement. Then the results of the process are split into three weight maps namely,
Luminance, Saliency and Chromaticity. Finally these images are fused using Laplacian Fusion. The flow
diagram of image fusion process is shown in Fig. 6.

Figure 5: Color restoration
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1) White Balance: The main objective of white balance algorithm is color casting [11]. This is achieved
by selective absorption of colors with depth. The primary step of white balancing algorithm is
improving the image aspect by eliminating unnatural color castings formed due to illumination
properties. A simple white balance algorithm is used to improve the color constancy. Image
obtained from restoration process is taken as input image. First version of the input image is
applied for the white balance algorithm. Mean luminance is identified by converting RGB image
into a gray image. Red, Blue and Green channels are individually extracted and mean of those
channels is found out. Finally mean of those channels is made the same and combined to single
RGB image.

2) Contrast Enhancement: The main theme of contrast is to differentiate the required objects present in
the image. In this process, the regions in low contrast are enhanced. Low contrast occurs in various
ways such as; airlight influence, attenuation, turbidity, backscattering etc. Intensity of these factors
increases linearly with distance of the object from the water surface as well as the camera. The
expression proposed by Ancuti et al. [12] for enhancing the contrast is given by [13]:

I2ðxÞ ¼ cðIðxÞ � I�Þ (3)

where I2(x) refers to the second version of the restored input image taken in pixels. γ refer to the factor
of increasing the luminance linearly.

3) Weight maps: The main disadvantage of enhancement operations mentioned above is that the same
operation (process) is applied for all the regions of the image. This results in change of non–spatial
regions of the image. To overcome this weight maps are introduced. The main objective of weight
maps is to identify the spatial regions of the degraded image. Three weight maps named
luminance, saliency and chromaticity are used to identify those regions.

a) Luminance weight map: The main objective of the luminance weight map is to distinguish and
assign higher values for visible regions and lower values for nonvisible regions. To attain this,
the visibility of each pixel is measured. RGB color channels are required for applying this
weight map. The following expression [7] is applied for every pixel of the image:

Figure 6: Image fusion
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Wk
L ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=3½ðRk � LkÞ2 þ ðGk � LkÞ2 þ ðBk � LkÞ2�

q
(4)

where W refers to the weight map to be calculated, L refers to the luminance, RGB refers to the
color channels and k refers to each pixel region.

b) Saliency weight map: The main objective of saliency is a perceptual quality measure. Perceptual
quality defines the attractive parts of the image. It is also termed as visual attention. It is used to
make the existence of portions more noticeable to its neighboring field. According to Ancuti
et al. [12] saliency can be estimated using:

Wk
s ¼ kIwhc

k ðxÞ � Ilk k (5)

where Ilk refers to the arithmetic pixel value of the input, Iwhc
k ðxÞ refers to the blurred version of the

input, s represents the saliency and W refers to its weight map.

c) Chromatic weight map: The main objective of Chromatic weight map is to operate the saturation
gain of the resultant image. Saturation determines the human preference in their visual appeal. It
can be determined using [12]:

Wk
c ðxÞ ¼ exp �ðSkðxÞ � SkmaxÞ2

2r2

 !
(6)

where Skmax refers to the constant value depending on color space, k determines the derived inputs
and constant standard deviation σ = 0.3.

4) Multi-Scale Fusion: Image Fusion is defined as the method of fusing details of two or more images
into a single image. The weight maps obtained from two versions of the image are combined into one
single image. This can be done by using the following expression [14]:

Rf ðxÞ ¼ WkðxÞ: IkðxÞ (7)

where Wk(x) refers to the weight map values obtained with the identity k. Ik(x) refers to the input
image and finally Rf(x) refers to the expression for fused image output. Artefacts can occur when
this expression is directly applied. To overcome this, pyramid approach is used. The main
objective of pyramid representation or multi scale representation is to infuse an image or signal in
subsampling. Gaussian Pyramid [15] is utilized to achieve the multi scale image representation. In
Gaussian Pyramid, the resolution of the image is reduced by breaking the pixels into smaller ones.

Glþ1 ¼ DownðGl � GkernelÞ (8)

where l refers to the layer where down sampling needs to be done, Down refers to the down sampling
process. Gkernel refers to the Gaussian kernel. The purpose of Gaussian kernel is to smoothen the
lower layers of the pyramid. In this process high–frequency data is lost. To retrieve it, laplacian
pyramid is utilized. This method can also be applied for image compression techniques. The
normalized weights are obtained using Gaussian pyramid and convoluted with the laplacian
inputs. To estimate the high–frequency information loss the following expression is applied.

Ll ¼ Gl � UpðGlþ1Þ � Gkernel (9)

where Up refers to the up sampling process, Ll refers to the laplacian result to be obtained for the
particular layer l, ⊗ operator refers to the convolution process. To obtain the decomposition layers
of the pyramid:
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n ¼ ½log2ðminðh;wÞÞ� � 2 (10)

Here h andw represent rows and columns of the layered image, n represents the required decompositions
layers. The final expression of the fusion pyramid obtained is:

RlðxÞ ¼
X
k

GlfWkðxÞgLlðIkðxÞÞ (11)

Rf ðxÞ ¼
X
l

UpðRlðxÞÞ (12)

4 Results

Fig. 7 refers to the input images which are required for a single visual enhancement technique. The input
images are obtained at various depths and turbidity. These images are first subjected to color restoration
process where the transmission is estimated and then applied to image fusion based on the estimated
weight maps that are obtained the resultant output of white balance and contrast enhancement algorithms.
Fig. 8 refers to the final restored image.

Figure 7: Distorted input images
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RGB Plot:

The main purpose of the RGB plot is to visualize the Data layers obtained from the image in two
dimensional spaces. It defines the RGB color intensity by taking the brightness in x-axis and number of
iterations in y-axis. By comparing the plots of both input and output images, The red channel intensity is
shaded by blue and green channels causing image degradation as shown in Figs. 9 and 10.

UIQM:

The results obtained are verified and tabulated using underwater image quality measurement [16]. Visual
quality of underwater images is measured using three main parameters namely Underwater Image
Colorfulness Measurement (UICM), Underwater Image Sharpness Measurement (UISM) and Underwater
Image Contrast Measurement (UIConM).

1) UICM: The main purpose of Underwater Image Colorfulness measurement is to measure the
colorfulness of the given image. Normally underwater images are degraded due to the low
intensity of red light. So the main objective of image enhancement is color rendition. The
following equation determines the colorfulness of the image.

UICM ¼ �0:0268
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2a; RGþ l2a; cB

p
þ 0:1586

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2a; RGþ r2a; cB

p
(13)

2) UISM: The main objective Underwater Image Sharpness measurement is to estimate the sharpness of
the image. Sharpness helps in saving the details of the image. The following expression determines
the sharpness of the image.

Figure 8: Restored images
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Figure 9: RGB plot of input images

1906 CSSE, 2023, vol.44, no.3



Figure 10: RGB plot of restored images
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UISM ¼
X1
c¼1

�cEMEðgrayscale edgecÞ (14)

EME ¼ 2

klk2

Xk1
l¼1

Xk2
k¼1

log
Imax; k; l
Imin; k; l

� �
(15)

3) UIConM: Contrast is defined as the difference between bright pixels and dark pixels. Underwater
Image Contrast Measurement is used to estimate the contrast of the image. The following
expression determines the contrast value of the image.

UIConM ¼ logAMEEðintensityÞ (16)

log AMEE ¼ 1

klk2
⨷
Xk1
l¼1

Xk2
k¼1

log
Imax; k; l � Imin; k; l
Imax; k; l 	 Imin; k; l

� �
(17)

The resultant obtained from the UICM, UISM and UIConM are used to calculate UIQM. Underwater
Image Quality Measurement can be calculated using the following expression [17].

UIQM ¼ 0:0282 
 UICM þ 0:2953 
 UISM þ 3:5753 
 UIConM (18)

Image Quality measured for input degraded image and Dehazed image are tabulated in the Tabs. 1 and 2.

5 Conclusion

Underwater images play a significant role in many research areas. Geologists require these visual data
for their constant measurement of the ocean environment. In this paper, the reason for the distortion of
underwater images is identified (Backscattering and Attenuation). A Survey is taken on previous

Table 1: Quality measured values for input degraded image

Input images UICM UISM UIConM UIQM

Fig. 7a 0.0019 38.2669 0.3574 12.5779

Fig. 7b −0.0037 7.2798 0.4865 3.8890

Fig. 7c 0.0121 7.0003 0.6585 4.4218

Fig. 7d 0.0021 7.4955 0.4115 3.6846

Fig. 7e 0.0054 27.8440 0.3521 9.4813

Table 2: Quality measured values for Dehazed image

Output images UICM UISM UIConM UIQM

Fig. 8a 0.0385 6.8452 1.9092 8.8484

Fig. 8b 0.0265 6.8304 3.6313 15.0009

Fig. 8c 0.0512 10.5660 5.5011 22.7898

Fig. 8d 0.0541 7.1001 83.9155 302.1211

Fig. 8e 0.0149 10.1791 1.2951 7.6368
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traditional algorithms for single image enhancement. Based on those approaches proposed method is
developed. Firstly, the reason for color restoration is identified and required transmission is estimated for
restoration process. Then dehazing is done by image fusion process using the weight maps obtained in
white balance and contrast enhancement process applied to the two versions of the image obtained in the
restoration process. Finally, RGB plot is estimated to distinguish the color difference obtained between
the input and resultant image. In future, proposed Single image visual enhancement can be improved in
various ways. This approach can be extended for various depths and high turbidity levels. The results
obtained can be used as a reference dataset in deep learning algorithms. The dehazing process can be
modified by using the latest fusion techniques. More weights can be used in the fusion process to
improve the accuracy of estimating the required data.

Funding Statement: The authors received no specific funding for this study.
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