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Abstract: Next-generation cellular networks are expected to provide users with
innovative gigabits and terabits per second speeds and achieve ultra-high reliabil-
ity, availability, and ultra-low latency. The requirements of such networks are the
main challenges that can be handled using a range of recent technologies, includ-
ing multi-access edge computing (MEC), artificial intelligence (AI), millimeter-
wave communications (mmWave), and software-defined networking. Many
aspects and design challenges associated with the MEC-based 5G/6G networks
should be solved to ensure the required quality of service (QoS). This article con-
siders developing a complex MEC structure for fifth and sixth-generation (5G/6G)
cellular networks. Furthermore, we propose a seamless migration technique for
complex edge computing structures. The developed migration scheme enables ser-
vices to adapt to the required load on the radio channels. The proposed algorithm is
analyzed for various use cases, and a test bench has been developed to emulate the
operator’s infrastructure. The obtained results are introduced and discussed.

Keywords: 5G; 6G; mobile edge computing; migration; offloading; quality of
service

1 Introduction

Fifth-generation (5G) and sixth-generation (6G) cellular systems are expected to play a major part in
enhancing our life in many fields [1,2]. With new requirements, many novel services and applications are
announced as preliminary use cases of the 5G/6G networks [3]. These extreme requirements include
ultra-high availability and reliability, ultra-high-speed of gigabits and terabits per second, and ultra-low
latency of millisecond and sub-millisecond [3,4].
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These requirements introduce high constraints on the design of communication networks for such
systems [5]. Moreover, implementing the Internet of Things (IoT) with 5G/6G systems puts a new
constraint on dense deployment since the number of connected gadgets is likely to increase dramatically
to be of a density of million devices per Km? [6,7].

The emergence of the concept of haptic Internet, which enables the real-time transmission of human
touch and actuation besides existing audio and video transmission, raises many challenges associated
with the communication network structure. Since such networks require an end-to-end delay of one
millisecond that is impossible with the current traditional network structures due to light limitations [8,9].
Therefore, the concept of ultra-low latency communications is emerging as a part of the 5G/6G network
implementation, as per the international telecommunication union (ITU), for the international mobile
telecommunication system (IMT2020/IMT2030), and the third-generation partnership project (3GPP), for
5G/6G systems [10—12].

System components place considerable limits on context, information, and mobility to ensure the best
system accessibility and reliability and the ultra-low latency required for haptic Internet systems [13,14].
Industry and research organizations are constantly seeking to create and apply novel technologies and
models in communication networks, such as the distributed edge computing, e.g., mobile edge computing
(MEC) and fog computing, artificial intelligence (Al), software-defined networking (SDN), blockchain, and
network function virtualization (NFV), in order to maintain growth and fulfill ever-changing demands [15—18].

MEC is a recent technology that enables the realization of the main requirements of 5G/6G systems and
provides a path for network innovations [19]. The expected massive services can be managed through the MEC
platform with an adaptable quality of services (QoS). However, the integration of MEC units, mainly with the
5G/6G core networks, requires a proposer design of the MEC platform to facilitate network management [20].
Furthermore, the introduction of MEC facilitates the interaction of network operators.

Another challenge with the MEC paradigm is the resources management that achieves the highest
energy, latency, and utilization efficiency [21-23]. MEC platform hosts end-user’s services, and thus it
requires an efficient offloading scheme to manage the process of data offloading based on the available
resources and the service requirements [24—26].

Using MEC servers end-devices’ complex jobs can be migrated to edge servers via wireless connections,
alleviating the problems of insufficient processing capacity and mobile terminal battery capacity [27].
However, this requires an efficient migration scheme to manage such a process [28]. Using migration
techniques, end-devices send their computing-intensive activities to remote devices for execution, then
use remote resources to augment local resources before returning the results [29,30].

This work considers developing a complex MEC structure for 5G/6G systems. A novel migration
scheme is developed to facilitate the hosting of complex computing tasks seamlessly for end-users. An
energy and latency-aware offloading scheme is considered for the developed structure. The ultimate
contributions of the work can be summarized as follows.

1) Developing a MEC platform that deploys an orchestrator for managing the hosted services. The
various parts of the developed platform are introduced with each module’s objectives.

2) Developing a seamless migration scheme for the considered MEC structure. The developed
migration scheme enables services to adapt to the required load on the radio channels.

3) Analyzing the developed algorithm for different use cases.

4) Developing a testbench to emulate the operator’s infrastructure.

5) Evaluating the performance of the developed system and the migration algorithm with the
considered offloading scheme.
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2 Background and Related Works

MEC is a novel paradigm that provides high-bandwidth, low-latency, and higher scalability to
applications that can be handled at the access network’s edge [31]. Task migration is a significant
approach to alleviating end-device resource restrictions. MEC-based systems require efficient migration
schemes to achieve the required QoS [32]. The current task migration schemes make migration decisions
based on the assumption that the migration service node has been established. Such schemes do not
consider cases in which multi-service nodes are available, and they can’t fully use the characteristics and
benefits of the mobile edge computing paradigm [33,34].

The job is completely transferred as a migration object for cloud computing-based systems, which
necessitates a significant amount of migration capacity. Existing migration schemes can be categorized
into three main groups based on the executing device and the scale of the migration process. The first
category includes all schemes that execute the application in the cloud server. The second category is the
migration schemes that migrate applications to cloud servers, where they are executed. The third category
involves a partial migration process, as a part of the tasks are migrated to the cloud server while the other
tasks are performed locally [33—36]. This section considers the existing migration and offloading schemes
for 5G/6G systems.

In [33], the authors developed a migration scheme for complex mobile tasks in a MEC-based mobile
network structure. The proposed migration scheme is energy-efficient, as a genetic-based algorithm has
been developed to achieve the minimum energy consumption for the migration process. The migration
scheme has been validated via simulation processes.

In [35], the authors have considered the problem associated with the decision of data offloading to MEC
serves based on the mobility of end devices. The article provides a deep Q-learning neural network (DQN)-
based task migration technique for MEC-based systems. The neural network handles the task migration
without understanding the users’ mobility patterns. The model can learn the best migration policy based
on past experiences without knowing the users’ mobility patterns ahead of time. The model has been
validated via simulation processes.

In [37], the authors relieve the current MEC server’s computation and communication load by shifting
computing tasks to other MEC servers. The article provides an offloading scheme for MEC-based vehicular
networks, taking into account channel the conditions and computation costs. The authors have developed a
migration and resources allocation model based on deep reinforcement learning. By adaptive learning, the
developed algorithm was able to find the best offloading and migration policy.

In [38], authors have developed a novel migration scheme and task caching technique based on a genetic
algorithm for MEC-based networks. They modified the fine-grained migration strategy. Simultaneously, in
order to reduce task execution delay and energy usage, a caching technique has been developed.
Moreover, an evolutionary algorithm was used to investigate the caching and fine-grained migration
strategies, taking into account the edge cloud cache capacity’s restrictions. Thus, the developed scheme
can obtain the best task migration technique for an end-device that satisfies both the energy-usage
efficiency and best edge caching.

In [39], the authors considered the problem of computational offloading in MEC-based vehicular
networks. They defined a cooperative offloading problem, in which, the task offloading, migration, and
computation procedures are modeled using queuing theory. The main objective of the work was to reduce
the task handling latency. The authors have developed a probabilistic computation offloading model that
addresses the defined problem. It allows the MEC server to make online scheduling decisions
independently based on the estimated allocation probability. The proposed algorithm has been validated
via simulation processes.



1778 CSSE, 2023, vol.45, no.2

In [40], the authors proposed a novel MEC structure using an intelligent computation offloading and
artificial intelligence (Al). The introduced migration model depends on a prediction process of computing
task. This has been provided on the base of the size of the task offloaded from mobile users, and the
performance parameters of edge computing nodes. The Long short-term memory (LSTM) neural network
has been used to predict tasks. In order to optimize the offloading process, the offloading strategy for end
devices has been achieved based on the LSTM’s predicted tasks. Task migration has been introduced to
assist the optimization process. Experimental evaluation of the proposed architecture and algorithm
achieved higher latency efficiency with the increase of network data and subtasks.

The novelty of the developed work comes from the considered complex structure of the MEC platform.
The deployment of a MEC orchestrator represents a strength of the developed platform. Furthermore, the
developed migration scheme is a seamless one that distributes the load on the radio channel.

3 MEC Platform for 5G/6G Networks

5G systems consist of two main parts; the radio access network (RAN) and the core network. The design
of each part and even the interaction between the two parts play an important role in achieving the announced
5G specifications. MEC is one of the key enablers of the RAN and a critical component in integrating both
the RAN and the core network. The core network has many functions that should run separately or interact
with others. On the other hand, a more software-based naming convention is adopted for network operations
because the architecture of the core of the 5G networks is constructed utilizing cloud-native technology,
including a service-based architecture (SBA) [41]. Service-based architecture is a recent paradigm
introduced for the core network to enable core network functions. Fig. 1 presents the service-based
architecture with the MEC platform used for 5G systems.

MEC System

MEC Orchestrator
Naf

Figure 1: Service-based architecture with MEC platform for 5G systems

The MEC unit deploys an orchestrator responsible for managing the MEC platform. In a 5G network,
network procedures and services are identified by the network resource function (NRF) module. Application-
generated services in MEC platforms are defined using a service registry. In order to make use of a service, if
authorized, the network function can directly interact with another function producing the service. The
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network exposure function (NEF) serves as a centralized point of influence on the service process. Also, it
plays a crucial role in accepting all access requests from other systems.

Authentication-related procedures are handled by the authentication server function (AUSF). The
network slice Selection function (NSSF) helps select the appropriate network slice elements for users and
allocate the necessary access management functions (AMF). Policies and rules of the 5G system are
handled by the policy control function (PCF). The unified data management (UDM) function is another
part that is in charge of a number of services relating to users and service subscriptions. It generates
authentication credentials, handles user identification information, manages access authorization (such as
roaming restrictions), and registers the user serving network functions.

The user plane function (UPF) is a critical part responsible for integrating the platform with the 5G
network. Therefore, UPF is considered as a distributed and flexible data plane from the MEC system’s
standpoint. The management of this data plane, i.e., the configuration of traffic rules, is now performed
via the NEF-PCF-SMF route. Consequently, the local UPF may even be part of the MEC implementation
in some specific deployment methods.

Thus, MEC host layer functional objects are most often deployed in the data network of a 5G system.
Whereas the NEF, as a core network function, is a system-level object deployed centrally along with similar
functions. The NEF can also be deployed to provide access to ultra-low latency, high spectral services with
the MEC host.

4 Network Segment Architecture

This section introduces the developed dynamic algorithm to provide low-loss session migration for
applications. The proposed method turns the application into a docker image. This approach simplifies
the installation process and excludes operating system matching errors.

A testbed has been assembled for our study. The developed testbed is presented in Fig. 2. It consists of
remote cloud service, four local edge computing, i.e., MEC, servers, and an operator network infrastructure.
The considered network infrastructure fully duplicates the carrier network and consists of evolved packet
core (EPC) elements. It is integrated with the Operations support system (OSS). The EPC network
elements were placed in Docker containers.

The proposed algorithm allows the application to migrate to the user maintenance state. The method
assumes the reduction of session resets in order to provide comfortable migrating for end users. Fig. 3
presents the main steps of the developed migration algorithm.

When migrating, the remote server tells the MEC node all the information about the user to maintain
service continuity. Operation support systems/business support system (OSS/BSS) is provided as a
universal tool for managing third-party integrated services. It is applied to the interaction between the
cloud server and the MEC node.

The DOCKER container-based migration has to take into account the cached data of each user and the
ports from which the session is served. Thus, the proposed method first sends the Docker image, installs and
runs it in the MEC node, and only then starts migrating users.

5 Performance Evaluation

In this section, the developed system is evaluated using simulation processes. The proposed migration
scheme over the developed MEC-based 5G network, with the structure introduced in Figs. 1 and 2, has been
evaluated. The considered offloading scheme is our previously introduced energy and latency-aware
algorithm, presented in [42].
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Figure 3: Signal flow of the developed migration algorithm

5.1 Experimental Setup

The Home Subscriber Server (HSS) of the LTE virtual network, deployed on OpenAirInterface software
in a cloud server, was chosen for the experiment. Using the REST API approach, HSS access the network
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controller and the evolved packet core (EPC) services. A different number of active sessions were considered
to investigate the impact on the migration scheme, as active sessions directly connect to the HSS.

A different number of sessions were simulated to get accurate estimates. The number of iterations was
100. Each time after establishing sessions, HSS migrates to the MEC.

The system is then simulated using our previously developed offloading scheme, introduced in [42]. For
the simulation processes, we considered three heterogeneous systems. The first of them is the traditional
network structure with fog computing as the distributed edge paradigm, the second system is the network
structure with traditional MEC platforms, while the third system is the developed MEC structure
implementing the offloading scheme introduced in [42]. The considered simulation parameters are
introduced in Tab. 1. Ten heterogenous computing tasks are considered for the evaluation process, with
workloads of the real tasks.

Table 1: Experimental parameters

Parameter Value
Number of iterations 100
Channel bandwidth 10 MHz
Packet frequency 10 Hz
Packet size 32 bytes
Latency per hop 1 ms
End-device Specifications

Storage (RAM) 512Mb
Storage (HDD) 128 Gb

Processing (CPU)

5 [0.1, 0.5] GHz

MEC Specifications

Storage (RAM)
Storage (HDD)
Processing (CPU)
Workload max.

Service rate

16 Gb

5Tb

€ [3.0, 5.0] GHz
50 events/s

10 Mbps

5.2 Experimental Results

As shown in Fig. 4, after 1100 ms, the migration process began. During the migration time, the number
of open sessions is reduced and returned to a steady state once the migration process is completed. This is due
to the packet loss during the migration process. The average time of the migration process and packet loss
rate during the migration process have been recorded.

Fig. 5 shows an example of one of the experiments with a maximum of 600 active sessions. The
highlighted area represents the time during which the migration process took place. During the migration
process, the number of packet loss increases, which reduces the number of active sessions. However, in
the proposed scheme, this loss rate is reduced to a minimum, and thus, the change in the sessions is minimum.
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Figure 5: Dependency graph of the migration of the application

As the number of users increases, the average number of broken sessions increases, as introduced in
Fig. 6. However, this is not a critical problem since the limitations of computing power caused the errors.
The packet loss rate can be reduced by deploying an efficient offloading scheme. Also, the session
recovery time does not have large values, as introduced in Fig. 7.

Fig. 7 indicates the average migration time with the number of active sessions. Results indicate that for
600 users, the average recovery time is about 120 ms, which is enough to save the voice link, i.e., frame
length of 125 ms.
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Figure 7: The average migration time depending on the number of sessions

Also, for all iterations, a graph of the distribution function was plotted for the session recovery time and
interrupted sessions. Fig. 8 presents the distribution function of the migration time for different cases of
active sessions. Fig. 9 provides the distribution of the number of interrupted sessions for different cases
of active sessions.

CDF

—100 session
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—300 session
—400 session
—500 session
—600 session

0 20 40 60 80
Session errors

Figure 8: The distribution of the session gaps

Fig. 10 illustrates the percentage improvement of the latency required to handle each task for the three
considered systems. Each system was compared with the traditional network structure with no distributed
edge computing units. The developed MEC platform achieves an average improvement in latency
efficiency of 11% compared with the traditional MEC structure. This is due to the deployment of the
orchestrator that manages the offloaded tasks.
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Fig. 11 introduces the improvement of the communication overhead achieved by each system compared
with the traditional network structure. The considered MEC platform reduces the communication overhead
since it manages the offloaded services in a software-based technique. Furthermore, the percentage of the
offloading efficiency is introduced in Fig. 12. The considered scheme improves the offloading efficiency
by 17% compared with the existing traditional schemes.
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Figure 11: Percentage improvement of the communication overhead
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6 Conclusions

MEC is one of the keys enabling technologies of 5G/6G systems. However, the design of the MEC
platform represents a challenge. The work provided a MEC platform for complex 5G/6G tasks.
Moreover, a seamless migration scheme was introduced to host such complex tasks over the considered
MEC platform efficiently. The proposed method provides a sufficiently reliable level of application
migration, limited to the computing power of the MEC nodes. Accordingly, nodes must have about 30%
resources and a reliable communication channel between the cloud node and the local MEC node to
migrate in working order. These resources must be allocated for the duration of the migration process.
Simulation results validated the developed scheme.
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