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Abstract: In a non-static information exchange network, routing is an overly com-
plex task to perform, which has to satisfy all the needs of the network. Software
Defined Network (SDN) is the latest and widely used technology in the future
communication networks, which would provide smart routing that is visible uni-
versally. The various features of routing are supported by the information centric
network, which minimizes the congestion in the dataflow in a network and pro-
vides the content awareness through its mined mastery. Due to the advantages
of the information centric network, the concepts of the information-centric net-
work has been used in the paper to enable an optimal routing in the software-
defined networks. Although there are many advantages in the information-centric
network, there are some disadvantages due to the non-static communication prop-
erties, which affects the routing in SDN. In this regard, artificial intelligence meth-
odology has been used in the proposed approach to solve these difficulties. A
detailed analysis has been conducted to map the content awareness with deep
learning and deep reinforcement learning with routing. The novel aligned internet
investigation technique has been proposed to process the deep reinforcement
learning. The performance evaluation of the proposed systems has been con-
ducted among various existing approaches and results in optimal load balancing,
usage of the bandwidth, and maximization in the throughput of the network.

Keywords: Content aware routing; software defined networks; deep learning load
balancing

1 Introduction

The routing process in information exchange networks is a complex decision-making system, which
performs feasible routing in wide range internet. This does the important job of maximizing the
performance of the network. At present, the routing process results in the first-come-first-serve basis of
minimum distance. The traditional routing process provides results such as the distributed protocols,
which schedules the resources of the network based on the resolution of the load [1]. This results in
inefficient sharing and usage of the resources. The software-defined network with a centralized
administrator minimizes the disadvantages of the traditional routing process [2]. The software-defined
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network disassociates the power of the network from the information plane and supplies the universal idea
about the entire network. The universal optimization of the usage of the bandwidth is achieved by the
software-defined network through the centralized administrator [3]. Information-centric networking is a
novel information-sharing architecture that supplies a harmonizing methodology to optimize the routing
process. The names of the content have been used by the information-centric networking, which
facilitates the functions of the networks, such as the delivery of the content and routing, whereas the
traditional architectures used the internet protocol addresses [4]. Each object of the content is specified by
a distinct identifier as the content name, which allows to mine the content properties from the allotted
names. The content naming takes the chance of ill-treatment of the internal network caching. This
minimizes the repeated network congestion and provides more than one source routing in the internal
network [5]. The information-centric networking provides optimal content retrieval by using the names of
the content as network principles. By realizing these types of advantages of information centric
networking, it has been used in this research paper to elaborate on and to provide optimal routing for the
software-defined networks.

The traditional route processing approaches presumed that rules, regulations, and requisites of the
network can be perfectly designed, but it resulted in poor network performance [6]. The increase in
various network functionalities and working of “n” number of devices will explore various routing
designs among them.

Routing and other applications of the various non-linear networks can be handled in an optimal manner
through the latest techniques of artificial intelligence, such as reinforcement learning and deep learning [7,8].
The SDN’s centralized administrator properties and universal awareness of the network provides a vital role
in gathering huge communication data, which can be further trained using the methodology of artificial
intelligence. Finally, the collected information is given as the input to the proposed Aligned Investigation
Technique to provide optimal routing with the help of reinforcement learning.

The rest of the article is organized as follows: Section 2 discusses the design and process of the proposed
methodology. Section 3 describes the implementation of the proposed work. Section 4 describes the results.
This paper concludes with Section 5.

1.1 Need of Information Centric Networking for Routing

The usage of content names and the removal of the internet protocol address in the layer of the network
makes the information-centric networking as the next network paradigm. This provides some variation
between the internet protocol and information-centric networking in delivering the content. Appeal and
data are the two packets used for the communication, which would exchange among themselves in the
information-centric networking based on the client’s interest. As presented in Fig. 1 three common
components of the information-centric nodes, such as remaining appeal table (RAT), cache database
(CD), and passing appeal (PA) are used. The remaining appeal table is used to stock the unwanted
leaving appeals. Passing Appeal is used to pass the appeals based on the names, and the cache database
is used for content caching. The content request of the client is conducted through the appeal where the
appeal contains a name that identifies the matched content of the name.

1.2 Obstacles in Software Defined Networks Routing

There are some obstacles in the routing process of software-defined networks. The major obstacles are
content awareness, internal network caching, and access management. For content awareness, it has been
difficult for the network to schedule the bandwidth while mining the properties of the content. Generally,
the obstacles of the TCP/IP logics caused the difficulty for the software-defined networks to mine the
properties of the content. The SDN requires the strong investigation on packets to mine the properties of
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the content. For instance, an image with a minimum bandwidth requirement and a game with maximum
bandwidth requirement will have the same rules for transmission, port identifier, and sender and receiver
address.
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Figure 1: Information centric networking process of content delivery

1.3 Merits and Complexities of Information Centric Networking in Routing

Information-centric networking overcomes the disadvantages in software-defined networks through
three different ways. One is the possible utilization of the internal network caches, which schedules the
network congestion to various sources in an excellent manner. The next advantage is the elements of the
networks that directly chooses and maps the properties of the content with the content names. The final
advantage enables the access management based on the content, which provides an optimal allocation of
resources. It was already proven that content awareness can provide optimal resource allocation [9]. The
existing path switching mechanism, which utilizes the various useful paths that takes the merits of
symmetric routing of information centric networking [10]. The maximization in link utilization and
minimization in costs for network operators can be conducted through content replication and the internal
domain routing process [11].

Although there are some advantages in information-centric networking than the software-defined
networks, handling the universal resource allocation and computational tasks are overly complex and
inefficient results are incurred when the information centric-networking is used alone. Thus, it is
necessary to use the software-defined network controller to manage the resource allocation, traffic
analysis, and monitor the network. In this regard, the hybridization of information-centric networking
with software-defined networking is conducted, but there some hurdles faced by this hybridization, which
performs the routing process. Recording the content bandwidth demand in the tabular model is complex
due to the production of various content objects in the network. The content objects created complexity
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in knowing the status of the network due to its large collection in the network. Thus, gathering the cache
information in an efficient manner is very difficult.

1.4 Deep Learning and Reinforcement Learning

Supervised learning, which requires a huge collection of datasets, helped in training the neural network.
The complexity in mining the characteristics from the raw dataset is solved by the deep learning through the
group of nested simple mappings. More than one hidden layered neural networks are utilized and each
mapping is defined by various hidden layers. Depend on this, deep learning provides its perception into
the inherent association of big data. Many of the network congestion problems are solved by the deep
learning techniques [12]. In this regard, deep learning is proposed in our work for shaping the
relationship between the demand of bandwidth and content names. However, it is very complex to use
the supervised deep learning for routing process in a non-static network environment. Because supervised
deep learning depends upon the heuristic data, which is very complex, costlier to attain, and doubts arise
whether a trained deep learning model can be used for a non-static network structure.

2 Design of the Proposed Smart Routing Process

The smart routing process is implemented in the software-defined networks controller that predicts the
bandwidth using deep learning and manages the routing process using the hybridization of deep learning and
reinforcement learning. As shown in Fig. 2, three major components are present in the design structure.
Information-centric networking is in the data plane, while the network and the aligned investigation
technique (AIT) is used in the controller. Information-centric networking inputs its cache data and
available link bandwidth to the SDN controller. After that, the network constructs and translates the
received data as the inputs of the AIT. The AIT interacts with the various algorithms of the routing
process, including the hybridization of deep learning and reinforcement learning. This hybridization
provides optimal decisions about the routing process and minimizes the errors. The agent of the
hybridization model attains the benefits and updates its neural network through the decision and the
feedback from the network.

2.1 Locating the Content

The stochastic data structure, which is called the bloom filter, is used to denote the set in an effective
manner and helps to process the membership queries with minimum complexity as O(1). Zero is set to
empty the bloom filter which is represented as “d” bits. To denote n element, hash function h is
performed and is set to 1. To identify the non-member of the original set, the hash function is performed
to all elements. If the resultant hash value is O bits, then that element is a non-member of the set.
Counting Bloom filters are used in information-centric networking to manage the cache data. The
counters are used in counting bloom filter to represent the inclusion and removal of elements, whereas it
is not present in a normal bloom filter. However, due to the expensiveness of the counting bloom filter, it
is converted into a bloom filter while being used along with the software-defined networking controller.
In the SDN controller, the received cache data forms a d x n binary matrix, where n represents the nodes
present in the information centric networking. When the SDN controller receives any new content
request, the hash function h is performed on the content name. The Boolean sum is performed and the
solution denotes that the information-centric networking nodes stored the requested content.
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Figure 2: Design of the smart routing process

2.2 Aligned Online Investigation Technique

The hybridization of deep learning and reinforcement learning suits well for the large-scale online
decision-making problem to solve the routing process issues in the communication networks. At the same
time, it is impossible to include the techniques of deep learning and reinforcement learning to the
traditional network system. The significance of the deep learning and reinforcement learning is the
character of trial and error. The agent of the deep learning and reinforcement learning enables its optimal
working of the neural network based on the merits and demerits received from the network. The demerits
are due to improper resolutions that should not occur in the communication networks. In this regard, to
include the hybridization of deep learning and reinforcement learning in the routing process, the Aligned
Investigation Technique has been proposed [13]. The traditional algorithms, such as the Minimum Path
First (MPF) and Balancing the Load (BL) algorithms, are also included in this research to add further
merit to the hybridization technique deep learning and reinforcement learning. The solutions of the
various algorithms reached the resolution maker to select and execute the one of the decisions made by
the algorithms. Likewise, various algorithms with various optimization objectives are combined to
understand the utilization of various optimization approaches in a single network environment.
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The solutions of the traditional approaches can be loaded in the replay buffer and online training of the
hybridization technique can be conducted at the same time.

2.3 Merits of Aligned Online Investigation Technique

Good decisions are selected from various algorithms by the resolution maker through multiple
approaches. The decision that undergoes minimal completion time is said to have good resolutions and
can be chosen for the execution. The errors produced by the hybridization technique deep and
reinforcement learning will be filtered by the resolution maker to safeguard the network. By considering
the existing approaches as benchmarks and compared to the proposed hybridization technique and the
training efficiency of the hybridization technique is maximized. The utilization of various algorithms in
the proposed approach produces various advantages to the environment, which enhances the utilization of
deep learning and reinforcement learning. It is overly easy to design and implement various approaches
and can be evaluated without affecting the communication environment.

2.4 Training the Hybridization Technique Deep Learning and Reinforcement Learning

Although the random selection policy based on deep learning and reinforcement learning approach
chose an action based on the random distribution among the action set, this approach will not be chosen
for problems based on value optimization which required processing. Our research problem, the routing
process, requires the process of optimization, which should be conducted in real values. In this regard,
the deterministic approach has been used to optimize the real values. In this deterministic policy
approach, the existing policy maintains the parameter Q for the actor network BA,(T), while for the
evaluating actions, the parameter ¢ for the critic network oy(7, 7) is used. Compared with the deep
queue network, the determinant policy has the capacity to manage the problems based on maximum
dimensional action space, where the determinant policy combines the value-based method with policy-
based learning. To improve the efficiency of the determinant policy, it is combined with deep learning
techniques, as shown in Fig. 3. The deep neural network produces the output of the actor critic network
present in the deep determinant policy approach. The algorithm used to update the parameter of the critic
network is same as the deep queue network. At the same time, deep determinant policy approach
produces the procedure to update the parameter of the actor network.
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Figure 3: Training the hybridization technique deep learning and reinforcement learning
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The deep determinant policy equally samples the minimum batches of the state transition from a replay
buffer. This process is conducted to eliminate the congestion states, which segregates the deep neural
network from the working process. The target networks, such as the actor network and critic network
parameters are updated by the deep determinant policy using inactive updates, whereas this update is not
conducted in the deep queue networks. The investigation technique is attained by including a random
noise process P, which depended on deterministic techniques and is computed as y = SA,(T) + P. The
deep determinant policy minimizes in undergoing in the local optimum and assures the stability of the
network. Therefore, the smart routing process utilizes the deep determinant policy as the deep and
reinforcement learning.

The structure of the deep and reinforcement training process comprises four components under the
states, such as named components (NCP), sender, receiver, and available link bandwidth. Mathematically,
T is defined as T = (NCP, send, receive, available). To identify the bandwidth demand and analyze the
correlation of various named components, the feed forward neural network is used in the SDN controller.
Sixteen hexadecimal MD5 are used alone for coding the named components and then given to the 16 x ¢
neurons. The actor network receives the output of the feed forward neural network. Independent training
is given to the feed forward neural network.

The request for the content is given by the sender as an n length binary vector, which belongs to the
sender. Receive is the output of the content locating that is also denoted by the n length binary vector.
The bandwidth availability of the N links is denoted by availability = (ABI, ..., ABi, ..., ABn), where
1 <1< N. The link, which is unavailable, is mentioned as failure nodes, which are also disseminated.

The solution of the routing process problem is said to be activity. Precisely, AT = (AT1, ATj, ..., ATn,
Path), whereas the ATi refers to the segregation ratio for the i-th receiver node and >;_ | AT; =1, 1 <i <n.
It shows that the content request is transferred to the n receiver nodes based on the segregation ratio.
Path = (d1, d2, ..., dn) is an N-length binary vector, which represents the chosen transmission links. The
objective of the routing process is to improve the throughput and balance the load. Mathematically, it is
represented as

1 N AB, 2
0= _anl <2ABWn - 1) - yaarctan(e) +1 (1)

where ﬁfo:l (2 A/;Bu"/n — 1) — 0 disseminates the effect of the throughput with average normalized

bandwidth available and the effect of the balanced load with normalized variance of the bandwidth
available is — %arctan(e) + 1. The normalization value lies between [—1, 1]. Activity is preferred when

the value is nearer to 1 and penalty occurs when the value is nearer to —1. To balance the load and
throughput, the term used is y = 1. The available bandwidth are ABn and ABWn and the sum of the link
bandwidth is mentioned as n. The varied bandwidth available is mentioned as

S (4B, — )1
T= 2
N
where the average bandwidth available is mentioned as N. The work of the smart routing process resolution-
making is detailed below. The solutions of the minimum path and balancing load are loaded in the replay
buffer to train the deep determinant policy and transfer to the AIT resolution maker simultaneously.
Finally, the resolution maker runs a solution with optimal performance, which is verified by the objective
function present in Eq. (1).
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3 Algorithm of the Proposed Smart Routing Process Aligned Investigation Technique

M = 3, threads and virtual networks as TD1, TD2, TD3, TD4 and VNT1, VNT2, and VNT3, which are
all the family of the original network NT;
/*Minimum Path First (MPF)*/

2. Execute MPF (VNT1) with TDI;

3. Transfer solution to AIT resolution maker;

4. Calculate transition (Tt, Bt, yt, Tt + 1) = RB where RB is replay buffer
/*Balancing the Load (BL)*/

5. Execute BL (VNT2) with TD2;

6. Transfer solution to AIT resolution maker;

7. Calculate transition (Tt, Bt, yt, Tt + 1) = RB;

8. /*Utilization of Deep Determinant Policy™/

9. Perform utilization on VNT3 to attain Bt with TD3;

10. Run Bt on TD3 and perceive vt;
11. RB = (Tt, Bt, yt, Tt + 1);
12. Transfer solution to AIT resolution maker;

13.  /*Updating the Deep Determinant Policy*/

14. Samples a stochastic minimum batche of transitions (Tt, Bt, yt, Tt + 1) from RB;
15. Calculate target value for critic network;

16. o = 9t a19(7}+17 BAa(Y}H))?

17. Calculate the training error: 0; = oy — oy(7T;, f;)

18. updating the critic network by reducing the mean squared error
19. updating the actor by Deep determinant policy

20. V9BAsj — %ZVU(I’ 0'|19°“t = 1;.0p0(1)) .ng"(ﬂaﬁv") 1—,

21. Inactivity updafe is conducted for actor network and critic network
22. U — @ 4 (1 — @)9*

22. /*0™ is the target critic network and ¢ is a minimum value*/
23. OV — iPVe + (1 — )0FVe

24. /*9PV7 is the target actor network*/

25. //AIT Resolution// RM is Resolution making Deadline

26. While timer < RM do

27. Obtain solutions from algorithms

28. end while

29. Run the solution on NT with maximum

1 (. 4B, 2
30. N;{zABWn - 1} —y—arctan(z) + |
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4 Results and Discussions
4.1 Experimental Setup

A smart routing process agent is developed using Tensorflow and Python, constructing a software-
defined network simulator on a workstation with Intel i7 processor and 64GB memory. The popular
network topologies [14], such as the National Science Foundation Network (TP1), Gigabit European
Academic Network (TP2), and Boston University Representative Internet Topology Generator (TP3) are
used in this research [15]. In our research, TP1 contains 15 nodes and 20 edges, TP2 contains 50 nodes
and 75 edges, and TP3 contains 100 nodes and 300 edges. The bandwidth capability of each network
topology is assigned with 100 Mb/s. Through the detailed literature survey, online request distribution
falls under the heavy tailed or Zipf-like distribution. According to this, in our content evaluation,
15,000 content objects, along with the Zipf parameter of 1.0, has been used [16].

Based on the aforementioned experimental setup, the required content bandwidth demand may be
between 1 Mb/s to 30 Mb/s. In addition to this setup, 20 servers with the same capacity has been
connected to the network from various geographical locations [17]. Each and every content server
maintains one-tenth of all content objects at all time. The switches available in the information-centric
networking has the ability to cache a maximum of 6 percent of all content objects. Based on this, the
switches present in the information-centric networking can cache maximum 15,000 x 0.06 = 900 content
objects. To manage the false positive rate at an acceptable level, the number of hash functions h = 7 and
d =900 x 8 = 7200 bits. Now, the false positive rate would be 0.036. During the occurrence of false
positives, the proposed approach reroutes or retransmits the requested content to the appropriate content
provider.

To identify the bandwidth demand of a particular content request, the feed forward neural network has
been used, which consists of seven hidden layers with 140 hidden units. During the experiment process, the
correctness on identifying the bandwidth demand of the content requests is nearly 92 percent. It is clear that
the identified bandwidth demand is always below the requested demand, which leads to the identification
error [18]. However, this identification error may not be considered due to the overall system
performance. Fully-connected hidden layers with 256 neurons are connected to the input layers of the
actor network [19]. The outputs of the actor network is represented as the solutions of the routing process
issue. The critic value is provided by the output layer of the critic network, which contains a linear neuron.

4.2 Experimental Results

This section depicts a clear performance evaluation of the proposed and existing systems. The parameter
throughput has been considered for the evaluation. The existing systems, such as the minimum path first,
balancing the load, and deep and reinforcement learning, are compared with the proposed smart routing
process. The experiment had been conducted in the Geant, NSFNET, and random topology. Tab. 1 and
Fig. 4 specifies the throughput comparison of the proposed and existing system based on the Geant. The
proposed approach performs well and the throughput has been increased compared to the existing
approaches. For an instance, for 50 content users, the throughput of the minimum path first is 8.27101,
the throughput of balancing the load is 9.33822, and deep reinforcement learning is 6.39508, whereas the
proposed approach produces the maximum throughput of 12.5772. The throughput is measured as
102 Mbps.
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Table 1: Throughput comparison of the proposed and existing system based on the geant

Count of  Minimum path Balancing the Deep and reinforcement Proposed smart routing
content first geant load geant learning geant process geant
users throughput throughput throughput throughput
30 1.3091 1.75498 0.13587 3.52129

40 2.44488 3.77959 2.30766 5.39941

50 8.27101 9.33822 6.39508 12.5772

60 10.4341 12.246 12.5404 16.8096

70 14.7954 16.7721 13.6811 20.7485

80 14.906 17.4727 18.3566 23.9506

90 16.4828 21.4122 22.1475 26.2682

100 20.4038 22.4058 23.1432 26.6758

110 19.0496 23.5479 244311 29.4363

Count of content users

Count of content users

Throughput

Count of content users

Count of content users

Figure 4: Throughput comparison of the proposed and existing system based on the geant

Tab. 2 and Fig. 5 specifies the throughput comparison of the proposed and existing system based on the
NSFNET. The proposed approach performs well and the throughput has been increased, compared with the
existing approaches. For an instance, for 60 content users, the throughput of the minimum path first is
10.3448, the throughput of balancing the load is 10.9697, and deep reinforcement learning is 10.1034,
whereas the proposed approach produces the maximum throughput of 12.8485.
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Table 2: Throughput comparison of the proposed and existing system based on the NSFNET

Count of Minimum path Balancing the load Deep and reinforcement Proposed smart routing

content  first NSFNET NSFNET learning NSFNET process NSFNET
users throughput throughput throughput throughput
30 7.02586 6.60606 6.18103 8.06061
40 7.99138 7.45455 7.14655 9.45455
50 9.43966 9.15152 9.13793 11.0909
60 10.3448 10.9697 10.1034 12.8485
70 12.3362 12.8485 11.9741 15.5152
80 13.3017 14.2424 12.1552 17.2727
90 14.3879 14.9091 15.4741 17.8788
100 16.4397 16.1818 16.681 18.5455
110 16.0172 16.7273 15.8966 18.6667
Throughput Throughput
MSP o 1847 e0ir2 8L 16-‘ ——=

g 14 4 13.3017 = g Mw; 8485

% T T T 4”;2:3?2 L T T 1 %' T T ll"\ ‘iﬁ_] T T T

:c:g 0 20 e 19{% 60 80 100 120 :g 0 20 . 40 =] 60 80 100 12
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Throughput Throughput
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é’ 7.14655 8 g 4348 10’_

6.18103 8.0g061 -

Figure 5: Throughput comparison of the proposed and existing system based on the NSFNET

Tab. 3. and Fig. 5 specifies the throughput comparison of the proposed and existing system based on the
random topology. It is clearly shown that the proposed approach performs well and the throughput has been
increased compared to the existing approaches. For an instance, for 40 content users, the throughput of
minimum path first is 9.02922, the throughput of balancing the load is 11.042 and deep reinforcement
learning is 10.5965 whereas the proposed approach produces the maximum throughput of 15.2693.
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Table 3: Throughput comparison of the proposed and existing system based on random

Count of Minimum path
content first random

Balancing the
load random

Deep and reinforcement Proposed smart routing

learning random

process random

users throughput throughput throughput throughput
30 7.31076 7.5417 7.54064 10.2083
40 9.02922 11.042 10.5965 15.2693
50 15.8349 19.6542 20.7642 24.3238
60 21.0917 24.4898 18.9345 31.6017
70 24.358 27.7679 27.1044 34.8819
80 29.1733 33.0511 26.6038 37.4954
90 31.5588 34.106 36.3313 44.7754
100 34.5985 39.8305 41.8304 46.9477
110 35.8734 45.1116 41.5552 53.3346

The Tab. 4. and Fig. 6. specifies the average bandwidth utilization ratio comparison of the proposed and
existing system based on the Geant. The proposed approach performs well and the average bandwidth
utilization ratio in Fig. 7 has been increased, compared with the existing approaches. For instance, for
60 content users, the average bandwidth utilization ratio of minimum path first is 0.49719, the average
bandwidth of the utilization ratio of balancing the load is 0.52858.

Table 4: Average bandwidth utilization ratio comparison of the proposed and existing system based on the
geant

Count of content Minimum
users path first
geant ABUT ABUT

Balancing the Deep and reinforcement
learning geant ABUT

load geant

Proposed smart routing
process geant ABUT

30 0.30911
40 0.34875
50 0.37896
60 0.49719
70 0.60902
80 0.70201
90 0.72291
100 0.76577
110 0.79594

0.28709
0.32993
0.41045
0.52858
0.63413
0.74294
0.77315
0.80653
0.8274

0.28707
0.30482
0.40731
0.53799
0.60899
0.6895

0.74174
0.80021
0.81168

0.35934
0.38334
0.46383
0.60089
0.7629

0.85273
0.87049
0.87873
0.89651

The proposed approach with information-centric networking performs well and the throughput has been
increased, compared with the existing approaches. For instance, for 40 content users, the throughput of the
proposed approach with information-centric networking is 10.9733, whereas the throughput of the proposed
approach without information-centric networking is only 7.52203.
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Throughput

Throughput
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Throughput
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Figure 6: Throughput comparison of the proposed and existing system based on random
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Figure 7: Average bandwidth utilization ratio comparison of the proposed and existing system based on the
geant
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5 Conclusion

To attain the optimal routing process in communication networks, the inclusion of artificial intelligence
and information communication networking in software-defined networks has been conducted in this
research. To identify the bandwidth demand of the content request, the deep learning approach is
proposed. To manage cache, data bloom filters are utilized. Moreover, the Aligned Investigation
technique (AIT) is proposed to attain optimal load balancing and throughput. The AIT takes the merits of
the various traditional algorithms, including deep and reinforcement learning. The experimental results of
the proposed smart routing process performed well, when compared with the existing approaches and
evaluated the results of both existing and proposed approaches on various topologies.

One of the important problems is the trial-and-error characteristics of the existing approaches, which has
been solved by the utilization of deep and reinforcement learning in the proposed smart routing process. In
the future, the enhanced security features are being planned to be implemented in the proposed smart routing
process. Through this research; the routing process attains the various benefits through the techniques of
artificial intelligence. The deep learmning approach, which comes under the data-driven technique,
describes the quality and quantity of the data. In this regard, it specifies the challenges in providing the
security to the network where the data continues to grow. Therefore, analyzing the utilization of deep
learning approaches in order to attain optimal performance of the communication networks is necessary.
This technique can be implemented with various deep neural networks for fast processing in the future.
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