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Abstract

In this paper, we present three improved upper bounds for the Laplacian spectral
radius of graphs. Moreover, we determine all extremal graphs which achieve these
upper bounds. Finally, some examples illustrate that the results are best in all
known upper bounds in some sense.

1 Introduction

Let G be a simple connected graph with vertex set V (G) = {v1, v2, · · ·, vn} and edge set
E(G) = {e1, e2, · · ·, em}. For any vertex v ∈ V (G), the degree of v, the set of neighbors
of v and the average of the degrees of the vertices adjacent to v are denoted by dv, Nv

and mv, respectively. Let D(G) = diag(du, u ∈ V (G)) and A(G) = (auv) be the diagonal
matrix of the vertex degrees and the (0,1) adjacency matrix of G, respectively. Then the
matrix L(G) = D(G) − A(G) is called the Laplacian matrix of a graph G. Obviously, it
is symmetric and positive semi-definite, and consequently its eigenvalues are nonnegative
real numbers. In addition, since each row sum of L(G) is 0, 0 is the smallest eigenvalue
of L(G). Therefore, the eigenvalues of L(G), which are called the Laplacian eigenvalues
of G, can be denoted by λ1(G) > λ2(G) > · · · > λn(G) = 0, where λ1(G)(=λ(G)) is also
called the Laplacian spectral radius. Let K(G) = D(G) + A(G). It is called the signless
Laplacian matrix of G(or Quasi-Laplacian). A semiregular bipartite graph G = (V, E) is
a graph with bipartition (V1, V2) of V such that all vertices in Vi have the same degree ki
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for i = 1, 2. The Laplacian eigenvalues of a graph are important in graph theory, because
they have close relations to numerous graph invariants, including connectivity, diameter,
isoperimetric number, maximum cut, etc. The study of the Laplacian spectrum of graphs
has attracted much research interest in recent years. Particularly, good upper bounds for
λ(G) are needed in many applications [1-5]. Apart from some early bounds, most of them
emerged from 1997.

In 1997, Li and Zhang [6] described an upper bound as follows

λ(G) 6 2 +
√

(r − 2)(s − 2), (1)

where r = max {du + dv : uv ∈ E(G)}, and if r = dp + dq, then s = max{dx + dy : xy ∈
E(G) − {pq}}.

In 1998, Merris [7] showed that

λ(G) 6 max{du + mu : u ∈ V (G)}. (2)

At the same time, Li and Zhang [8] reported the following result, which is an improve-
ment of (2):

λ(G) 6 max

{

du(du + mu) + dv(dv + mv)

du + dv

: uv ∈ E(G)

}

. (3)

In 2000, Rojo, et al. [9], obtained the following bound:

λ(G) 6 max{du + dv − |Nu ∩ Nv| : u 6= v}, (4)

where |Nu ∩ Nv| is the number of common neighbors of vertex u and v.

In 2001, Li and Pan [10] proved that

λ(G) 6 max
{

√

2du(du + mu) : u ∈ V (G)
}

. (5)

In 2003, K.C. Das [11] improved the bound (4) as follows

λ(G) 6 max{du + dv − |Nu ∩ Nv| : uv ∈ E(G)}. (6)

In 2004, K.C. Das [12] obtained another upper bound

λ(G) 6 max

{

du + dv +
√

(du − dv)2 + 4mumv

2
: uv ∈ E(G)

}

. (7)

In 2004, Zhang [13] proved that

λ(G) 6 max
{

du +
√

dumu : u ∈ V (G)
}

. (8)
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Furthermore, Zhang pointed out that (8) is always better than (5). Another bound was
reported by the same author [13]

λ(G) 6 max
{

√

du(du + mu) + dv(dv + mv) : uv ∈ E(G)
}

. (9)

In 2005, Guo [14] obtained a new upper bound for λ(G), which improved Das’s bound
from [11], it reads:

λ(G) 6 max

{

du +
√

d2
u + 8dum′

u

2
: u ∈ V (G)

}

, (10)

where m′
u =

P

uv∈E(G)(dv−|Nu

T

Nv|)
du

.

Recently, in [5], we have obtained two further bounds:

λ(G) 6 max

{

du + dv +
√

(du − dv)2 + 4
√

dumu ·
√

dvmv

2
: uv ∈ E(G)

}

. (11)

λ(G) 6 2 + max







√

(du + dv − 2)(d2
u · mu + d2

v · mv − 2dudv)

dudv

: uv ∈ E(G)







. (12)

In Section 2, we introduce some lemmas and some new and sharp upper bounds for
λ(G), which are better than all of the above mentioned upper bounds in some sense, and
determine the extremal graphs which achieve these upper bounds. Some examples are
presented in Section 3.

2 Lemmas and results

In the sequel, we denote by µ(M) the spectral radius of M , if M is a nonnegative matrix.
In order to obtain our main results, the following lemmas are required:

Lemma 2.1.[15] Let M = (mij) be an n×n irreducible nonnegative matrix with spectral
radius µ(M), and let Ri(M) be the ith row sum of M , i.e Ri(M) =

∑n

j=1 mij . Then

min{Ri(M)|1 6 i 6 n} 6 µ(M) 6 max{Ri(M)|1 6 i 6 n}. (13)

Moreover, if the row sums of M are not all equal, then both inequalities in (13) are
strict.

Let A = (aij) ∈ Cn×n and ri =
∑

j 6=i |aij | for each i = 1, 2, . . . , n, then

Lemma 2.2.[15] Let A = (aij) be a complex matrix of order n > 2. Then the eigenvalues
of the matrix of A lie in the region of the complex plane determined by the union of
Cassini oval

Sij = {z : |z − aii| · |z − ajj| 6 rirj} , (i, j = 1, 2, · · · , n; i 6= j).
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For convenience, let µ(K)(=µ(K(G))) be the spectral radius of K(G). The following

lemma gave the relation between λ(G) and µ(K).

Lemma 2.3.[16] Let G = [V, E] be a connected graph with n vertices. Then λ(G) 6 µ(K),
with equality if and only if G is bipartite graph.

The line graph H of a graph G is defined by V (H) = E(G), where any two vertices
in H are adjacent if and only if they are adjacent as edges of G. Denote the adjacency
matrix of H by B.

Lemma 2.4.[17] Let G be a simple connected graph and µ(B) be the largest eigenvalue
of the adjacency matrix of the line graph H of G. Then

λ(G) 6 2 + µ(B),

with equality if and only if G is bipartite graph.

Lemma 2.5.[6] Let A be an irreducible matrix which has two rows such that each of
these rows contains at least two nonzero off-diagonal entries. If λ lies on the boundary of
S =

⋃

i<j Sij , then λ is a boundary point of each Sij .

Lemma 2.6.[16] Let G = (V, E) be a simple connected graph and λ(G) be the largest
Laplacian eigenvalue of G. If the equality in (3) holds, i.e

λ(G) = max

{

du(du + mu) + dv(dv + mv)

du + dv

: uv ∈ E(G)

}

,

then G is a regular bipartite graph or a semiregular bipartite graph.

As an application of these lemmas, we will give some improved upper bounds for the
Laplacian spectral radius and determine the corresponding extremal graphs.

Theorem 2.7. Let G be a simple connected graph with n vertices. Then

λ(G) 6 max

{

du +
du(mu +

√
mu)

du +
√

du

: u ∈ V (G)

}

, (14)

the equality holds if and only if G is a regular bipartite graph.

Proof. Define a diagonal matrix D = diag(du +
√

du : u ∈ V (G)), and consider the
matrix M = D−1K(G)D, similar to K(G). Since G is a simple connected graph, it is
easy to see that M is nonnegative and irreducible. The (u, v)-th entry of M is equal to

muv =







du, if u = v;
dv+

√
dv

du+
√

du
, if u ∼ v;

0, otherwise.

Here u ∼ v means that u and v are adjacent. Obviously, the u-th row sum of M is

Ru(M) = du +
∑

u∼v

(

dv +
√

dv

du +
√

du

)

= du +
dumu

du +
√

du

+

∑

u∼v

√
dv

du +
√

du

. (15)
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By the Cauchy-Schwarz inequality, we have

(

∑

u∼v

√

dv

)2

6 du

∑

u∼v

dv = d2
umu. (16)

Substituting (16) into (15) and simplifying the inequality, we obtain

Ru(M) 6 du +
du

(

mu +
√

mu

)

du +
√

du

. (17)

Then, by Lemmas 2.1 and 2.3, we have

λ(G) 6 µ(K) = µ(M) 6 max{Ru(M)|u ∈ V (G)},

and (14) holds.

Now assume that the equality in (14) holds. Then λ(G) = µ(K). Therefore, G is a
bipartite graph(by Lemma 2.3). Moreover, every inequality in the above argument must
be equality for each u ∈ V (G) (by Lemma 2.1). Then by Cauchy-Schwarz inequality,
we have dv = ku for each v ∈ Nu, where ku is a constant corresponding to u, while the
equality in (16) holds. It means that all vertices adjacent to u have equal degrees for
each u ∈ V (G). Assume that (S, T ) is a bipartition of V . Without loss of generality, let
u ∼ v, with u ∈ S(then v ∈ T ). We first show that dw = du for each w ∈ S. In fact,
since G is connected, there exists at least a path uvu1v1u2v2 . . . umvmw such that ui ∈ S

and vi ∈ T (i = 1, · · · , m). Then we have dw = dum
= · · · = du1 = du = kv by applying

the above argument repeatedly. It follows that all vertices of S have the same degree.
Similarly, for any vertex x ∈ T , we can obtain dx = dv = ku. That is to say, the degree of
all vertices of T are equal too.

Finally, we show that ku = kv. From Lemma 2.1 again, if the equality in (14) holds,
then all row sums of M are equal. In particular Ru(M) = Rv(M). From (17) and the
above argument, we have

du +
du

(

mu +
√

mu

)

du +
√

du

= dv +
dv

(

mv +
√

mv

)

dv +
√

dv

.

Applying mu = dv = ku and mv = du = kv to this equation, it becomes

kv +
kukv + kv

√
ku

kv +
√

kv

= ku +
kukv + ku

√
kv

ku +
√

ku

.

Then we get the following equation by direct calculation

(ku + kv +
√

ku +
√

kv)(
√

ku −
√

kv) = 0.

Obviously, for any uv ∈ E(G), the equation holds if and only if ku = kv. Summarizing
the above discussion, we conclude that all vertices of G have the same degree. Therefore,
G is a regular bipartite graph.
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Conversely, if G is a regular bipartite graph, it is easy to verify that equality in (14)
holds by simply calculation. �

Remark 1. Clearly,
du(mu+

√
mu)

du+
√

du
is the weighted average of mu and

√
dumu (du and

√
du are the corresponding weights). It means that the value of

du(mu+
√

mu)

du+
√

du
is always

between values of mu and
√

dumu for the same vertex u of G. Despite of that, it is easy
to show that upper bound (14) is better than upper bound (2) and (8) for some graphs.
This will be illustrated in Section 3.

Remark 2. From µ(K) = µ(M), it is easy to prove that upper bound (14) still hold
for the signless Laplacian matrix of a graph by applying Lemma 2.1 to (17) directly.

Now we provide another upper bound for λ(G) by applying Brauer’s theorem(Lemma
2.2), which is an improvement of upper bound (12).

For any uv ∈ E(G), denote

f(u, v) =

√

(du + dv − 2)(d2
umu + d2

vmv − 2dudv)

dudv

.

Theorem 2.8. Let G be a simple connected graph with n vertices. Then

λ(G) 6 2 +
√

ab, (18)

where a = max {f(u, v) : uv ∈ E(G)}, and if a = f(p, q), then b = max{f(u, v) : uv ∈
E(G) − {pq}}. The equality holds if and only if G is a regular bipartite graph or a
semiregular bipartite graph, or a path with four vertices.

Proof. Let U = diag(dudv : uv ∈ E(G)), and let N = U− 1
2 BU

1
2 , where B is the

adjacency matrix of the line graph H of G. Obviously, the (uv, pq)-th entry of N is

nuv,pq =

{ √
dpdq√
dudv

, if uv ∼ pq;

0, otherwise.

Here uv ∼ pq means that uv and pq are adjacent in H .

Since G is a connected graph, H is connected too. Therefore B and N are nonnegative
and irreducible matrices. By the Cauchy-Schwarz inequality, the uv − th row sum of N

satisfies

R2
uv(N) =

(

∑

uv∼pq

√

dpdq√
dudv

)2

6 (du + dv − 2) ·
∑

uv∼pq

dpdq

dudv

(19)

=
du + dv − 2

dudv

·
(

∑

u∼q

dudq +
∑

v∼p

dpdv − 2dudv

)

= f 2(u, v).
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From Lemma 2.2, there exists at least one uv 6= pq, such that µ(N) is contained in the
following oval region Suv,pq (in fact a circular disc):

µ(N)2 6 Ruv(N) · Rpq(N).

By the definition of a, b and f(u, v), we have

µ(N)2 6 f(u, v) · f(p, q) 6 ab.

From Lemma 2.4, since µ(N) = µ(B), we obtain that (18) holds.

Now assume that equality in (18) holds, i.e., λ(G) = 2 +
√

ab. It means that

λ(G) = 2 + µ(B) = 2 + µ(N) = 2 +
√

ab.

From the first equality and Lemma 2.4 we get that G is bipartite. Moreover, we can assert
that µ(N) is the boundary point of oval Suv,pq by the last equality. For any other oval
region Sxy,st = {z : |z|2 6 Rxy(N) · Rst(N), xy, st ∈ E(G)}, we have

Rxy(N) · Rst(N) 6 f(x, y) · f(s, t) 6 ab = Ruv(N) · Rpq(N). (20)

Therefore, Sxy,st ⊆ Suv,pq, then S =
⋃

xy 6=stSxy,st = Suv,pq. That is to say, µ(N) lies on
the boundary of the union of all oval region of N .

If N has two rows such that each of these rows contains at least two nonzero off-
diagonal entries, then µ(N) is the boundary point of each oval Sxy,st (by Lemma 2.5).
Thus, for any xy, st ∈ E(G) and xy 6= st, the following holds

µ(N) =
√

ab =
√

Rxy(N) · Rst(N). (21)

Therefore, all the row sums of N are equal. Furthermore, using (20) and (21), it is easy to
prove that Rxy(N) · Rst(N) = f(x, y) · f(s, t), then Rxy(N) = f(x, y) for any xy ∈ E(G).
Repeating the proof of Theorem 2.7 in [5], we obtain that G is a regular bipartite graph
or a semiregular bipartite graph, or a path with four vertices.

If N has exactly one row that contains at least two nonzero off-diagonal entries, then
B is permutation similar to the following matrix by the connectivity of the line graph H .











0 1 . . . 1
1 0 . . . 0
...

...
...

1 0 · · · 0











Obviously, H is a star graph and G must be a path with four vertices. Otherwise, if N has
no rows contains more than one nonzero off-diagonal entries, G is a path with two or three
vertices, which are regular bipartite graph or semiregular bipartite graph, respectively.
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Conversely, it is easy to verify that the equality in (18) holds for all the graphs: regular
bipartite graphs, semiregular bipartite graphs and path with four vertices. �

Remark 3. Obviously, if we apply Lemma 2.1 to Ruv(N) 6 f(u, v) directly, we can
get the upper bound (12) which is the main result in [5]. Hence upper bound (18) is an
improvement of (12). They are equivalent only if a = b.

It is worth noting that the upper bounds (1)-(12) are characterized by the degree
and the average 2-degree of the vertices. As a matter of fact, we can also utilize other
characteristics of the vertex to estimate the Laplacian spectral radius of graphs. The
definition of such a new invariant of graphs is provided below.

If u is a vertex of the triangle, then u is incident with the triangle of a graph. Denote
by △u the number of the triangles associated with the vertex u. For example, see Figure.1,
we have △u = 3 and △v = △w = 0.

However, if G is a bipartite graph, then it does not contain any odd cycle, hence △u

is always zero for any u ∈ V (G).

Theorem 2.9. Let G be a simple connected graph with n vertices. Then

λ(G) 6 max

{

du(du + mu) + dv(dv + mv) − 2(△u + △v)

du + dv − |Nu ∩ Nv|
: uv ∈ E(G)

}

. (22)

The equality holds if and only if G is a regular bipartite graph or a semiregular bipartite
graph.

Proof. Let V = diag(du + dv − |Nu ∩Nv| : uv ∈ E(G)), where |Nu ∩Nv| is the number
of common neighbors of vertices u and v. Consider the matrix N = V −1BV , similar to
B. Obviously, the (uv, pq)-th entry of N is equal to

nuv,pq =

{

dp+dq−|Np∩Nq |
du+dv−|Nu∩Nv| , if uv ∼ pq;

0, otherwise.

Since G is connected graph, B and N are nonnegative and irreducible. Then the uv − th

row sum of N is
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Ruv(N) =
∑

uv∼pq

(

dp + dq − |Np ∩ Nq|
du + dv − |Nu ∩ Nv|

)

=

∑

u∼q (du + dq) +
∑

v∼p (dp + dv) − 2(du + dv)

du + dv − |Nu ∩ Nv|

−
∑

u∼q |Nu ∩ Nq| +
∑

v∼p |Np ∩ Nv| − 2|Nu ∩ Nv|
du + dv − |Nu ∩ Nv|

=
du(du + mu) + dv(dv + mv) − 2(du + dv)

du + dv − |Nu ∩ Nv|

− 2(△u + △v) − 2|Nu ∩ Nv|
du + dv − |Nu ∩ Nv|

=
du(du + mu) + dv(dv + mv) − 2(△u + △v)

du + dv − |Nu ∩ Nv|
− 2.

Since µ(N) = µ(B), from Lemmas 2.1 and 2.4, (22) holds.

If the equality in (22) holds, G is a bipartite graph (by Lemma 2.4). Thus G has no
odd cycles, which means that △u=△v= 0 and Nu∩Nv = φ for any uv ∈ E(G). Therefore,
(22) becomes

λ(G) = max

{

du(du + mu) + dv(dv + mv)

du + dv

: uv ∈ E(G)

}

.

Then it follows from Lemma 2.6 that G is bipartite regular or semi-regular.

Finally, if G is a regular bipartite graph or a semiregular bipartite graph, it is easy to
verify, by simple calculation, that equality in (22) holds. �

Remark 4. If G is a bipartite graph, then it follows from Lemma 2.3 that λ(G) =
µ(K). Therefore, upper bounds (18) and (22) still hold for the signless Laplacian matrix
of a bipartite graph.

3 Examples

In this section, three examples are presented to illustrate that (14) ,(18) and (22) are
better than other upper bounds in some sense.

Example. Let G1, G2 and G3 be the graphs of order 30, 91 and 11, respectively, as
shown in Figure.2. Clearly, G2 and G3 are trees.
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We summarize all classic upper bounds for the largest Laplacian eigenvalue of G1, G2

and G3 as follows:

Table 1: The value of all known upper bounds for the examples

(1) (3) (6) (7) (8) (9) (10) (11) (14) (18) (22)

G1 12.96 11.67 13 11.66 14.20 11.83 12.13 11.82 12.55 11.48 10.91
G2 15 12.18 15 12.18 13.74 13.27 12.28 12.88 12 12.82 12.18
G3 6 5.83 6 5.83 6.83 5.92 6.47 5.91 6.27 5.74 5.83

Remark 5. Obviously, from Table 1, bound (14) is the best in all known upper
bounds for G2, and bound (18) is the best in all known upper bounds for G3. Finally,
bound (22) is the best upper bound for G1 and bound (18) is the second-best except
bound (22) for G1. Of course, bound (22) and (3) are equivalent for G2 and G3, because
they are trees. In general, these upper bounds are incomparable.
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