
Some Inequalities over the Eigenvalues of a Strongly Regular
Graph

Abstract: Let’s consider a primitive strongly regular graph G. In this paper, we establish some inequalities over
the spectrum of G in the environment of a real finite dimensional Euclidean Jordan algebra A associated with G
recurring to a spectral analysis of some elements ofA and recurring to a spectral analysis of the Generalized Krein
parameters of G.
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1 Introduction
For a precise and hard description of Euclidean

Jordan algebras, one must cite the monographs books,
“Analysis on Symmetric Cones” , [2] and “Strongly
Regular Graphs and Euclidean Jordan Algebras Rev-
elations within an Unusual Relationship”, [3].

Several mathematicians and scientists developed
several applications of the theory of real Euclidean
Jordan algebras in many areas of research, see for in-
stance [4], [5], [6], [7], [8], [9], [10], [11], [12], [13]
and [14] but our main goal is, recurring to this theory,
to establish inequalities over the parameters of some
symmetric discrete structures like the strongly regular
graphs and the symmetric association schemes, see for
instance [15] and [16].

This paper is organized as follows. In the section
2 we present the main results about real finite dimen-
sional Euclidean Jordan algebras necessary for a good
understanding of the following sections, and present
in this section some examples. In the section 3 the
more relevant results about strongly regular graphs
are described. In section 4 some inequalities are es-
tablished over the eigenvalues of a primitive strongly
regular graph. Finally, in section 5 some conclusions
are presented.

2 Some Concepts about Euclidean
Jordan Algebras

In this section, we present some concepts about real
finite-dimensional Euclidean Jordan algebras and fol-
low the notation and the text presented in [1].

For a very readable text about the principal results
and clear examples of Jordan algebras and properties
of Euclidean Jordan algebras one must indicate the
work “Strongly Regular Graphs and Euclidean Jor-
dan Algebras Revelations within an Unusual Relation-
ship”, [3].

But we couldn’t avoid citing the chapter “Sym-
metric Cones, Potential Reduction Methods and word
by word Extensions”, see [17], for a very good intro-
ductory text about Euclidean Jordan algebras.

A real finite-dimensional Euclidean Jordan alge-
bra is a real finite-dimensional algebra, with an op-
eration of vector multiplication F such that for any
of its elements, u, v and w we have uFv = vFu
and u2FF(uFv) = uF(u2FFv), where u2F =
uFu, equipped with a scalar product •|• such that
(uFv)|w = v|(uFw).

In the following text, we will designate a
real finite-dimensional Euclidean Jordan algebra by
RFEJA and, we will designate an Euclidean Jordan al-
gebra only by EJA. And, the unit element of a RFEJA
or of a EJA will be denoted by e.

Example 1 Let’s consider a natural number m and
the real vector space B = Rm with the usual vector
operations of addiction of vectors and the usual mul-
tiplication of a vector by a real scalar. Then if in B we
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consider a multiplication F of two of it’s elements u
and v, such that:

uFv = (u1v1, u2v2, · · · , umvm)

with u = (u1, u2, · · · , um) and v = (v1, v2, · · · , vm),
and if we consider the inner product •|• such that
u|v =

∑m
j=1 ujvj . then B = Rm equipped with these

two operations is a RFEJA. So, we must show that for
any real numbers α and β, and for any vectors u, v
and w of B we have

(αu+ βv)Fw = α(uFw) + β(vFw),

uFv = vFu,

u2FF(uFv) = uF(u2FFv),

(uFv)|w = v|(uFw),

where u2F = uFu. Let u, v and w be elements of
B and let α and β be real numbers. Considering the
notation u = (u1, . . . , um), v = (v1, . . . , vm), w =
(w1, . . . , wm), we have the following calculations.

(αu+ βv)Fw = (αu1 + βv1, . . . , αum + βvm)F

F w

= (αu1w1 + βv1w1, . . . ,

, αumwm + βvmwm)

= (αu1w1, . . . , αumwm) +

+ (βv1w1, . . . , βvmwm)

= α(u1w1, . . . , umwm) +

+ β(v1w1, . . . , vmwm)

= α(uFw) + β(vFw),

uFv = (u1, . . . , um)F(v1, . . . , vm)

= (u1v1, . . . , umvm)

= (v1u1, . . . , vmum)

= vFu,

u2F = uFu,

= (u1, . . . , um)F(u1, . . . , um)

= (u21, . . . , u
2
m)

u2FF(uFv) = (u21, . . . , u
2
m)F

F (u1v1, . . . , umvm)

= (u21(u1v1), . . . , u
2
m(umvm))

= (u1(u
2
1v1), . . . , um(u

2
mvm))

= (u1, . . . , um)F

F (u21v1, . . . , u
2
mvm)

= (u1, . . . , um)F(u2FFv)

= uF(u2FFv),

(uFv)|w = (u1v1, . . . , umvm)|(w1, . . . , wm)

=

m∑
k=1

((ukvk)wk)

=

m∑
k=1

(vk(ukwk))

= v|(uFw).

So, we have proved that B is an EJA. Herein, we note
that e = (1, · · · , 1), the vector with all coordinates
equal to 1, is the unit vector of B. Indeed, for any u in
B we have

eFu = (1, . . . , 1)F(u1, . . . , um)

= (u1, . . . , um)

= (u1, . . . , um)F(1, . . . , 1)

= uFe

= u.

Example 2 Consider the real vector space B of real
symmetric matrices of orderm, provided with the vec-
tor product of two of its vectors, F such that uFv =
uv+vu

2 for any elements u and v of B, and with the in-
ner product •|• such that u|v = trace(uFv) for any
u and v of B. Then B is a RFEJA and its unit is the
identity matrix of order n. We will denote the RFEJA
B only by Sym(m,R), from now on.

In the following text of this section let’s consider
am−dimensional real EJA B provided with the vector
product F and with the inner product •|•, and being
e the unit vector of B. Since B is a power associa-
tive algebra, then the algebra spanned by u and e is
associative for any u ∈ B.

Let w be an element of B. The rank of
w is the smallest natural number l such that
{e, w1F, . . . , wlF} is a linearly dependent set of B
and we write rank(w) = l. Since dim(B) = m then
rank(w) ≤ m. The rank of the RFEJA B is the natural
number r such that r = rank(B) = max{rank(w) :
w ∈ B}. One says that an element w of B such that
rank(w) = rank(B) is a regular element of the RFEJA
B.Herein, we must say that the set of regular elements
of the RFEJA B it is a dense set in B.

Example 3 Let’s consider the EJA B = Rm of exam-
ple 1. Then an element d = (d1, d2, . . . , dm) is an
idempotent if and only if di = 1 or di = 0, for i =
1, · · · ,m. If d = (d1, d2, · · · , dm) is such that all of
it’s coordinates are not zero and di 6= dj for i 6= j and
1 ≤ i, j ≤ m, then the set {e, d1F, d2F, · · · , dm−1F}
= {e, (d1, d2, . . . , dm), (d21, d22, · · · , d2m), · · · , (d

m−1
1 ,

dm−12 , . . . , dm−1m )} is a linearly independent set of the
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vector space B, since we have:∣∣∣∣∣∣∣∣∣
1 1 . . . 1
d1 d2 . . . dm
...

... · · ·
...

dm−11 dm−12 · · · dm−1m

∣∣∣∣∣∣∣∣∣ 6= 0.

But, since dim(B) = m then the set
{e, d1F, d2F, · · · , dm−1F, dmF} is a linearly
dependent set of B. So, m is the smallest natural num-
ber such that the set {e, d1F, d2F, · · · , dm−1F, dmF}
is linearly dependent, then we conclude that
rank(d) = m and we conclude also that
rank(B) = m and we must also say that any el-
ement d = (d1, d2, . . . , dm) such that di 6= dj for
i 6= j and 1 ≤ i, j ≤ m is a regular element of B.

Let’s consider a regular element w of a RFEJA
B and the natural number q = rank(w). Since wqF
belongs to the real vector space spanned by the set
{e, w1F, . . . , wq−1F} then there exists real scalars
β1(w), β2(w), . . . , βq−1(w) and βq(w) such that

wqF − β1(w)wq−1F + · · ·+ (−1)qβq(w)e = 0, (1)

being 0 is the zero element of B. Taking into account
(1) we call to the polynomial p such that

p(w, λ) = λq − β1(w)λq−1 + · · ·+ (−1)qβq(w) (2)

the characteristic polynomial of w and by construc-
tion the polynomial p is the minimal polynomial of
w. The roots of the characteristic polynomial of w
are called the eigenvalues of w. If u is not a regular
vector of B then we conclude that its minimal poly-
nomial has a degree less than q. And we define the
characteristic polynomial of a non regular element u
in the following way: we consider a succession un of
regular elements converging to u and next we define
p(u, λ) = limn→+∞ p(un, λ), we note that the func-
tions αi are homogeneous functions of degree i over
the coordinates of u on a fixed basis of B. One calls to
β1(u) the trace of u and write trace(u) = β1(u) and
we call to βq(u) the determinant of u and we write
det(u) = αq(u).

Example 4 Let’s consider the RFEJA B of example
1 and let u = (α1, α2, . . . , αm) supposing that all
the αis are distinct. Then u is a regular element
of B and we have rank(u) = m. So, the set S =
{(1, 1, · · · , 1), u2F, . . . , um−1F} is a linearly inde-
pendent set of B and since dim(B) = m then we con-
clude that S is a basis of B. Now, let’s consider the
polynomial p defined through the equality (3).

p(λ) =

m∏
i=1

(λ− αi). (3)

Since p(αi) = 0, ∀i = 1, · · · ,m,
then, we can write that αmj =∑m

k=1(−1)k+1
∑

1≤i1<i2<···<ik≤m
∏k
l=1 αilα

m−k
j .

And, therefore we have that umF =∑m
k=1(−1)k+1

∑
1≤i1<i2<···<ik≤m

∏k
l=1 αilu

m−kF.

Hence, we conclude that, umF −∑m
k=1(−1)k+1

∑
1≤i1<i2<···<ik≤m

∏k
l=1 αilu

m−kF =
0m, where 0m is the zero vector of B and
u0F = (1, 1, · · · , 1). So, we conclude that the
characteristic polynomial of u is the polynomial p
defined by the equality (4).

p(u, λ) = λm +
m∑
k=1

(−1)kβk(u)λm−k (4)

with β1 = α1 + α2 + · · · + αm, βr = α1, · · · , αm.
So, we have trace(u) = α1 + α2 + · · · + αm and
det(u) =

∏m
j=1 αj . And, we have also that βj =∑

1≤i1<i2<···<ij≤m
∏j
l=1 αil . Next, let’s consider the

real finite Euclidean subalgebra of B, R[u] = {α1e+
α2u

1F + · · · + αmu
m−1F, αi ∈ R,∀i = 1, · · · ,m}

and the linear application L(u) such that L(u)y =
uFy,∀y ∈ R[u]. We have that:

L(u)e = u1F = 0e+ u1F +
m−1∑
j=2

0uj F

L(u)u1F = 0e+ 0u1F + u2F +

m−1∑
j=3

0ujF

...
...

...
L(u)um−1F = (−1)m+1βm(u)e+ · · ·+

+ (−1)2β1(u)um−1F

So, the matrix of the linear application L(u) on
the basis S =< , u1F, · · · , um−1F > is the matrix:

ML(u) =


0 0 · · · 0 (−1)m+1βm(u)
1 0 · · · 0 (−1)mβm−1(u)
0 1 · · · 0 (−1)m−1βm−2(u)
...

... · · ·
...

...
0 0 · · · 1 (−1)2β1(u)


So have that Trace(ML(u)) = β1(u) and
Det(ML(u)) = βm(u).

A vector w in B such that w2F = w is an idempotent
of B. Two idempotent u and v of B are orthogonal if
uFv = 0, herein, we must say that u|v = 0 and this
happen, since we have u|v = (uFe)|v = e|(uFv) =
e|0 = 0. Let t ∈ N+ 1. The set S = {d1, d2, . . . , dt}
is a complete system of orthogonal idempotent of B if
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d2Fi = di for i = 1, · · · , t, uFv = 0 for u 6= v and
u and v in S, and finally if

∑t
j=1 dj = e. An idem-

potent is primitive if is a nonzero idempotent of B and
cannot be written as a sum of two nonzero orthogonal
idempotent. Let l ∈ N+ 1, the set {d1, d2, . . . , dl} is
a Jordan frame of B if {d1, d2, . . . , dl} is a complete
system of orthogonal idempotent of B such that each
idempotent di for i = 1, . . . , l is primitive.

From now on we will designate a complete sys-
tem of orthogonal idempotent and Jordan a frame, re-
spectively by CSOI and by JF. An important prop-
erty of a JF of a real finite-dimensional EJA B is that
#B = rank(B).

Example 5 Consider the EJA of ex-
ample 1, B = R5. The set S1 =
{e1, e2, e3, e4, e5} = {(1, 0, 0, 0, 0),(0, 1, 0, 0, 0),
(0, 0, 1, 0, 0),(0, 0, 0, 1, 0),(0, 0, 0, 0, 1)} is a CSOI
of B. And the set S1 is also a JF of B. But the set
S2 = {g1, g2, g3, g4} = {e1, e2, e3 + e4, e5} is a
CSOI of B but is not a JF of B, since g3 is not a
primitive idempotent, indeed we have g3 = e3 + e4
and e3 and e4 are idempotent and e3Fe4 = 0, where
0 is the zero vector of B.

Example 6 Let’s consider the RFEJA B =
Sym(4,R). Then the set

S = {d1, d2, d3, d4}

=




1
2

1
2 0 0

1
2

1
2 0 0

0 0 0 0
0 0 0 0

 ,


1
2 −1

2 0 0
−1

2
1
2 0 0

0 0 0 0
0 0 0 0

 ,

=


0 0 0 0
0 0 0 0
0 0 1

2
1
2

0 0 1
2

1
2

 ,


0 0 0 0
0 0 0 0
0 0 1

2 −1
2

0 0 −1
2

1
2




is a JF of the RFEJA B. But, the set {d1+d2, d3+d4}
is a CSOI of the RFEJA B, but not a JF of B.

Theorem 7 ( [2], p. 43). Let B be a RFEJA. Then for
x in B there exist unique real numbers γ1, γ2, . . . , γt,
all distinct, and a unique CSOI {d1, d2, . . . , dt} of B
such that

x = γ1d1 + γ2d2 + · · ·+ γtdt. (5)

The numbers γj’s of (5) are the eigenvalues of x and
the decomposition (5) is the first spectral decomposi-
tion of x.

Example 8 Let d = (d1, d2, . . . , dm) be an element
of the RFEJA B = Rm of example 1 then we have that
there exists the JF {e1, e2, . . . , em}, where the vectors

ei for i = 1, · · · ,m are the vectors of the canonical
basis of B such that

d = d1e1 + d2e2 + · · · , dmem. (6)

and (6) is the second spectral decomposition of d.

Example 9 Let’s consider the RFEJA Sym(n,R).
Then if A is a matrix with k distinct eigenvalues
λ1, λ2, · · · , λk−1 and λk then we have that decompo-
sition (7).

A = λ1P1 + λ2P2 + · · ·+ λkPk, (7)

is the first spectral decomposition of A where Pi =∏k
j=1,j 6=i(A−λjIn)

λi−λj for i = 1, · · · , k.

Theorem 10 ( [2], p. 44). Let B be a RFEJA such
that rank(B) = r and the vector x ∈ B. Then, there
exist a JF {d1, d2, · · · , dr−1, dr} of B and real num-
bers γ1, γ2, · · · , γr−1 and γr such that we have:

x = γ1d1 + γ2d2 + · · ·+ γrdr. (8)

The decomposition (8) is called the second spectral
decomposition of x.

Example 11 Let’s consider the RFEJA B =
Sym(4,R) and let’s consider the matrix A =

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

 .
Then the decomposition (9) is a second spectral

decomposition of the matrix A.

A =


1
2

1
2 0 0

1
2

1
2 0 0

0 0 0 0
0 0 0 0

−


1
2 −1

2 0 0
−1

2
1
2 0 0

0 0 0 0
0 0 0 0



+


0 0 0 0
0 0 0 0
0 0 1

2
1
2

0 0 1
2

1
2

− 1


0 0 0 0
0 0 0 0
0 0 1

2 −1
2

0 0 −1
2

1
2


(9)

and −1 and 1 are the eigenvalues of A. And, the first
spectral decomposition of the matrix is the decompo-
sition presented on (10):

A =


1
2

1
2 0 0

1
2

1
2 0 0

0 0 1
2

1
2

0 0 1
2

1
2



+ (−1)


1
2 −1

2 0 0
−1

2
1
2 0 0

0 0 1
2 −1

2
0 0 −1

2
1
2

 . (10)
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Remark 12 Let’s consider the RFEJA B =
Sym(m,R). a matrix A with the distinct eigenvalues
λ1, λ2, · · · , λk, and let’s consider a orthonormal ba-
sis of Rn, S =< v1, v2, · · · , vm > where we suppose
each vi is a column vector of Rm for i = 1, · · · ,m.
Then, considering Ci = viv

T
i for i = 1, · · · ,m. then

we obtain the first spectral decomposition of A is
presented on inequality (11).

A =
m∑
j=1

λijCl (11)

Where the eigenvalues λij ∈ {λ1, λ2, · · · , λk}.

Remark 13 Let’s consider the real finite Euclidean
Jordan algebras B1 and B2 with the operations of
multiplication F1 and F2 respectively, and with the
inner products •|1• and •|2• respectively. Then,
(B1;B2) equipped with the vector multiplication of
vectors (a; b)F(c; d) = (aF1c; bF2d) and the inner
product (a; b)|(c; d) = a|1c + b|2d is a RFEJA. And,
if e1 and e2 are the units of B1 and of B2 respectively,
then (e1; e2) is the unit of RFEJA (B1;B2).

A Euclidean Jordan algebra is simple if it does not
contain any non trivial ideal.

We are concerned on those RFEJA B such that
rank(B) = dim(B) = m, since in those EJA any
Jordan frame S = {d1, d2, . . . , dm} is a basis of the
Euclidean Jordan algebra B and we can define ||x||
for x = λ1d1 + λ2d2 + . . . + λmdm by the equal-

ity ||x|| =
√

trace(x ◦ x) =
√∑m

i=1 λ
2
i . Herein we

must note that if u is a primitive idempotent then
trace(u) = 1.

3 Some concepts about strongly reg-
ular graphs

In this section, we present the more important con-
cepts about strongly regular graphs and we follow the
text presented in the paper [1]. The works, see [18],
“ A course in Combinatorics” and “Algebraic Graph
Theory” , see [19], are very good on the description
of the algebraic properties of a strongly regular graph.

A graph G is a pair of sets {V (G), E(G)} such
that V (G) = {v1, v2, · · · , vm} is the set of vertexes,
nodes or points of G and E(G) is the set of edges of
G. Is natural to represent an edge between the ver-
texes vk and vl by vkvl. A graph G is called simple
if it has non-parallel edges or loops. The number of
vertexes of a graph G is called the order of G and the
dimension of G is the number of edges of G.

A graph G of order m is called a null graph if
E(G) = ∅ and V (G) 6= ∅. And, a simple graph G of
order m is a complete graph if all pair of distinct ver-
texes of V (G) are adjacent vertexes. And one denotes
the complete graph of order m by Km.

The complement graph of a simple graph G that
is denoted by G is a simple graph with the same set of
vertexes of G and such that two any of its vertexes are
adjacent if and only if they are not adjacent vertexes
of G.

From now on, we only consider non-empty, sim-
ple and non-complete graphs. One says that an edge of
E(G) is incident on a vertex v ∈ V (G) if and only if v
is an extreme vertex of this edge. The extreme points
of an edge of the graph G are called adjacent vertexes
or neighbors. The set of vertexes that are neighboring
vertexes of a vertex v is called the neighborhood of
the vertex v, one denotes this set by NG(v).

One defines the degree of a vertex v of a graph
G the number of incident vertexes on v. A graph G
is called l−regular if all of its vertexes have the same
degree l.

A graph G, is called a (m, l; c, d)-strongly regu-
lar graph if G is as graph of order m, is a l−regular
graph such that any pair of adjacent vertexes have c
common neighbor vertexes and any pair of non adja-
cent vertexes have d common neighbor vertexes. In
the following text of this section, we will designate a
strongly regular graph by srg.

If G is a (m, l; c, d)−srg then the complement
graph of G,G is a (m,m− l−1;m−2l+d−2,m−
2l + c)− srg.

A (m, l; c, d)−srg G is primitive if and only if G
andG are connected. A (m, l; c, d)−srg is a non prim-
itive srg if and only if d = l or d = 0.

Consider a (m, l; c, d)−srg G and BG its adja-
cency matrix. Then BG = [bij ], where BG is a matrix
of order m such that bij = 1, if the vertex i is adja-
cent to j and 0 otherwise. The adjacency matrix of G
satisfies the equation (12).

B2
G = l Im + cBG + d(Jm −BG − Im). (12)

One defines the eigenvalues of G as being the eigen-
values of BG. The eigenvalues of G, are l, θ and τ ,
see [19], where

θ = (c− d+
√

(c− d)2 + 4(l − d))/2, (13)

τ = (c− d−
√

(c− d)2 + 4(l − d))/2. (14)

Next, we refer to some feasibility conditions over
the natural numbers c, d, l and m for the existence of
a (m, l; c, d) primitive srg G.
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The multiplicities fθ and fτ are defined by the
inequalities (15) and (16).

fθ =
|τ |n+ z − k

θ − τ
, (15)

fτ =
θn+ k − θ
θ − τ

. (16)

The conditions fθ ∈ N and fτ ∈ N are called the
integrability conditions of a srg. Next we describe the
called Krein conditions (17) and (18)

(τ + 1)(l + τ + 2θτ) ≤ (l + τ)(θ + 1)2, (17)
(θ + 1)(l + θ + 2θτ) ≤ (l + θ)(τ + 1)2, (18)

that have being deduced in the article [20].

Example 14 Let’s consider the parameter set
(m, l; c, d) = (56, 22; 3, 12). If this sequence would
correspond to a strongly regular graph then we would
have θ = 1 and τ = −10. But, then we would have:

(τ + 1)(1 + τ + 2θτ) = 261, (19)
(l + τ)(θ + 1)2 = −36. (20)

Hence, these values of θ and τ violate the Krein con-
dition (17) and therefore doesn’t exist any srg with the
parameters (56, 22; 3, 12). We must say that the Krein
condition (18) is not violated by the values of θ = 1
and τ = −10.

Next, we present the equality (21) that the parameters
m, l, c and d of a (m, l; c, d)− primitive srg satisfies .

l(l − 1− c) = d(m− l − 1). (21)

And, finally, we must say that if we consider the
(m, l; c, d)−primitive srg then the multiplicities of the
eigenvalues τ and θ must verify the inequalities (22)
and (23).

n ≤ fθ(fθ + 3)

2
, (22)

n ≤ fτ (fτ + 3)

2
. (23)

The admissibility conditions (22) and (23) are known
as the absolute bound feasibility conditions for the ex-
istence of a strongly regular graph.

Example 15 Let’s consider the parameter set
(m, l; c, d) = (64, 30; 18, 10). Then, recurring to
(13) and (14) we get θ = 10 and τ = −2. Using the
equalities (15) and (16) we have:

fθ = 8

fτ = 55.

Since

n = 64
fθ(fθ + 3)

2
= 44

then the absolute bound condition (22) is not satis-
fied therefore don’t exist any strongly regular corre-
sponding the parameter set (64, 30; 18, 10). We must
say that the absolute bound condition (23) is not vio-
lated.

4 Some inequalities over the eigen-
values of a strongly regular graph

In this section we will establish some inequalities over
the parameters and the spectrum of a primitive srg.
But firstly, we present some notation for the Schur
product of matrices.

Given two real square matrices A and B of order
n one considers the Schur product ◦ of these two ma-
trices as being the matrix C = A◦B such that consid-
ering the notation C = [cij ], A = [aij ] and B = [bij ]
then cij = aijbij . And, one defines the Schur powers
of a square matrix A for a natural number j as being
the matrix Aj◦ such that A◦0 = Jn, A

1◦ = A and
Aj◦ = AAj−1◦ for j ≥ 2.

Let’s consider the (m, l; c, d)−primitive strongly
regular graph G with the adjacency matrix A, such
that 0 < d < l−1. Firstly, we will suppose that l < m

3
and that c > d. Next, let’s A be the Euclidean Jordan
subalgebra A of the RFEJA Sym(m,R) spanned by
the identity matrix of order m and the powers Ai, i ∈
N. We have that rank(A) = dim(A) = 3. The eigen-

values of the matrixA are , λ1 =
c−d+
√

(c−d)2+4(l−d)
2

and λ2 =
c−d−
√

(c−d)2+4(l−d)
2 and B = {F1, F2, F3}

is a JF of A where:

F1 =
1

m
Im +

1

m
A+

1

m
(Jm −A− Im) =

Jm
m
,

F2 =
|λ2|m+ λ2 − l
n(λ1 − λ2)

In +
m+ λ2 − l
m(λ1 − λ2)

A+

+
λ2 − l

m(λ1 − λ2)
(Jm −A− Im),

F3 =
λ1m+ l − λ
m(λ1 − λ2)

Im +
−m+ l − λ1
m(λ1 − λ2)

A+

+
l − λ1

m(λ1 − λ2)
(Jm −A− Im),

where Jm is the real symmetric matrix of order m
where all entries are the real number 1 and Im is the
identity matrix of order m.

WSEAS TRANSACTIONS on MATHEMATICS 
DOI: 10.37394/23206.2023.22.55 Luıs Vieira

E-ISSN: 2224-2880 499 Volume 22, 2023



Let ε be a real positive number. Since the Schur

power series
∑+∞

k=0
1
l!

(
ln(1 + ε) A

2

l+ε

)k◦
is convergent

then let S be its sum. Using he fact that A2 = lIm +
cA+ d(Jm −A− Im) then we conclude that:

S =

+∞∑
i=0

1

i!

(
ln(1 + ε)

l

l + ε

)i
Im +

+

+∞∑
i=0

1

i!

(
ln(1 + ε)

c

l + ε

)i
A+

+
+∞∑
i=0

1

i!

(
ln(1 + ε)

d

l + ε

)i
(Jm −A− Im).

Hence, we obtain the equality (24).

S = (1 + ε)
l
l+ε In + (1 + ε)

c
l+εA+

+ (1 + ε)
d
l+ε (Jm −A− Im). (24)

Let’s consider the spectral decomposition of the par-

tial sum of order n, Sn =
∑n

i=0
1
i!

(
ln(1 + ε) A

2

l+ε

)i◦
,

Sn = qn1F1 + qn2F2 + qn3F3. Since the spectral de-
composition S = q1F1 + q2F2 + q3F3 is such that
qi = limn→+∞ qni for i = 1, · · · , 3 and qni ≥ 0 for
i = 1, · · · , 3 then the qis are all non negative. Next,
let’s consider the element F3 ◦ S of A. So, we can
write the equality (25).

F3 ◦ S =
λ1m+ l − λ1
m(λ1 − λ2)

(1 + ε)
l
l+ε Im +

+
−m+ l − λ1
m(λ1 − λ2)

(1 + ε)
c
l+εA+

+
l − λ1

m(λ1 − λ2)
(1 + ε)

d
l+ε (Jm −A− Im).

(25)

Recurring, to the spectral decomposition of F3 ◦ S =
q31F1 + q32F2 + q33F3 we conclude that

q31 =
λ1m+ l − λ1
m(λ1 − λ2)

(1 + ε)
l
l+ε +

+
−m+ l − λ1
m(λ1 − λ2)

(1 + ε)
c
l+ε l +

+
l − λ1

m(λ1 − λ2)
(1 + ε)

d
l+ε (m− l − 1)(26)

since we have the equality (27),

λ1m+ l − λ1
m(λ1 − λ2)

+
−m+ l − λ1
m(λ1 − λ2)

l +

+
l − λ1

m(λ1 − λ2)
(m− l − 1) = 0

(27)

then, after some algebraic manipulation of the expres-
sion of q31 recurring to (27) we obtain the equality
(28).

q31 =
λ1m+ l − λ1
m(λ1 − λ2)

(
(1 + ε)

l
l+ε − (1 + ε)

d
l+ε

)
− m− l + λ1

m(λ1 − λ2)

(
(1 + ε)

c
l+ε − (1 + ε)

d
l+ε

)
l.

(28)

So, since q31 ≥ 0 then we obtain the inequality
(29).

λ1m+ l − λ1
m(λ1 − λ2)

(
(1 + ε)

l
l+ε − (1 + ε)

d
l+ε

)
≥ m− l + λ1

m(λ1 − λ2)

(
(1 + ε)

c
l+ε − (1 + ε)

d
l+ε

)
l.

(29)

Next, applying the Lagrange Theorem to the function
f such that f(x) = (1 + ε)x, ∀x ∈ R on the inter-
vals [ d

l+ε ,
l
l+ε ] and [ d

l+ε ,
c
l+ε ], and majoring and mi-

noring the function f on those intervals we obtain the
inequality (30),

λ1m+ l − λ1
m(λ1 − λ2)

(1 + ε)
l
l+ε
l − d
l + ε

≥ m− l + λ1
m(λ1 − λ2)

(1 + ε)
c
l+ε
c− d
l + ε

l (30)

this is we obtain the inequality (31).

λ1m+ l − λ1
m(λ1 − λ2)

(l − d)

≥ m− l + λ1
m(λ1 − λ2)

(c− d)l. (31)

and, finally we get (32).

λ1m+ l − λ1
m(λ1 − λ2)

≥ m− l + λ1
m(λ1 − λ2)

c− d
l − d

l. (32)

Next, supposing that l < m
3 , rewriting (32) and after

some algebraic manipulation of (32) we deduce (33)

3λ1 + 1 ≥ 2
c− d
l − d

l. (33)

And, finally, since λ1 > 1 we conclude that the in-
equality (34) is verified.

4λ1 ≥ 2
(c− d)l
l − d

(34)

and, so we have

λ1 ≥ (c− d)l
2(l − d)

.

Then, we have established the Theorem 16.
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Theorem 16 Let’s consider the (m, l; c, d ) − prim-
itive srg U of order m such that 0 < d < l − 1, c > d
and l < m

3 . Then we the equality (35) is verified.

λ1 ≥ (c− d)l
2(l − d)

. (35)

where λ1 is the positive eigenvalue of U distinct from
the regularity of U .

Next, we will construct new inequalities over the
parameters of a strongly regular graph G recurring to
its Generalized Krein parameters. As, is known the
Generalized Krein parameters of a strongly regular
graph G, qijl;mn are defined, see [15], as being the
real numbers such that:

Fm◦i ◦ Fn◦j =
3∑
l=1

qijl;mnFl

where i, j, l ∈ {1, 2, 3} and m and n are natural num-
bers such that at least one of them is greater than
1. And, the Generalized Krein parameters qil;m, with
i, l,m natural numbers such that 1 ≤ i, l ≤ 3 and
m ≥ 3, are the unique real numbers such that:

Fm◦i =

3∑
l=1

qil;mFl.

Next, let’s suppose that l < m
3 . And, let’s analyze

the Generalized Krein parameter q31;3. Firstly, since
this parameters is non negative we have the following
inequality (36).(

λ1m+ l − λ1
m(λ1 − λ2)

)3

+

(
−m+ l − λ1
m(λ1 − λ2)

)3

l +

+

(
l − λ1)

m(λ1 − λ2)

)3

(m− l − 1) ≥ 0. (36)

Since the equality (37) is verified

λ1m+ l − λ1
m(λ1 − λ2)

+
−m+ l − λ1
m(λ1 − λ2)

l +

+
l − λ1

m(λ1 − λ2)
(m− l − 1) = 0, (37)

after some algebraic manipulation of (36)
and using the equality (37) we conclude that:
λ1m+l−λ1
m(λ1−λ2)

(
(λ1m+l−λ1)2
m2(λ1−λ2)2 −

(l−λ1)2
m2(λ1−λ2)2

)
≥ m−l+λ1

m(λ1−λ2)(
(m−l+λ1)2
m2(λ1−λ2)2 −

(l−λ1)2
m2(λ1−λ2)2

)
l this is we deduce that:

λ1m+l−λ1
m(λ1−λ2)

(
λ1m+2l−2λ1
m(λ1−λ2)

) (
λ1

λ1−λ2

)
≥ m−l+λ1

m(λ1−λ2)

(
m−2l+2λ1
m(λ1−λ2)

)
1

λ1−λ2 l. Next, supposing that l < m
3 we

conclude that (38) is verified.

(3λ1 + 1)(3λ1 + 2)λ1 ≥ 2l. (38)

If c > d then we conclude that λ1 > 1 and therefore
noting the following writing of (38),

λ21(
3λ1 + 1

λ1
)(
3λ1 + 2

λ1
)λ1 ≥ 2l (39)

we conclude from (39) that (40) is verified.

20λ31 ≥ 2l, (40)

and therefore in this case we have established the in-
equality (41).

λ31 ≥ l

10
. (41)

Hence, we have established the Theorem 17.

Theorem 17 Let’s consider the (m, l; c, d)− primi-
tive srg U of order m such that 0 < d < l − 1 and
c > d, l < m

3 then the equality (42) is verified.

λ31 ≥ l

10
, (42)

where λ1 is the positive eigenvalue of U distinct from
the regularity of U .

5 Conclusion
The results obtained in this paper are distinct from
those obtained in the publication [1] and these in-
equalities over the eigenvalues of a primitive strongly
regular graph are obtained recurring to methods dis-
tinct of those used on the paper [1]. On the future di-
rection of research we will use other methods of spec-
tral analysis to establish more general feasibility con-
ditions for the existence of a strongly regular graph.
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