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Scenario-based 3D Objects Synthesizing System Design

Ji-Seung Nam*, Hui Gao*, Mi-Young Kang*, Kyoung-Tae Kim¥*,
Seung-Chul Son*, Chung-Ung Pom*, and Kwon Heo*

Abstract: This paper proposes the framework of the scenario-based 3D image synthesizing system
that allows common users who envision a scenario in their mind to realize it into the segments of cool
animation. We focused on utilization of the existing motions to synthesize new motions for the objects.
The framework is useful to build a 3D animation in game programming with a limited set of 3D

objects.

We also propose a practical algorithm to reuse and expand the objects. This algorithm is based on
motion path modification rules. Both linear and nonlinear curve-fitting algorithms were applied to
modify an animation by key frame interpolation and to make the motion appear realistic.
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1. Introduction

The proposed framework of the scenario-based 3D
objects synthesizing system in this paper is made up of a
database of 3D objects, 3D image file analyzer and loader,
3D object buffer, 3D image rendering unit and 3D image
synthesizing unit.

Some well-known tools are capable of making 3D
objects and editing a variety of 3D image file formats.
However, many 3D models consist of complex hierarchical
bones. Thus, it is difficult and time-consuming to change
them one by one at this level [1,2,3].

The aim of the system is to make it easy to edit the
motion of the 3D model without depending on any
hierarchical structure [4,5]. What they need is a database
including all kinds of captured 3D objects from which they
can choose their desired hero and heroine of the story and
an interface for viewing and easily editing these objects,
for those who envision a scenario or say a story in their
mind and want to convert it into the segments of cool
animation.

Also, in analyzing and combing the motion data of these
file formats, we put forward a method of producing new
scenario motion scenes by applying the motion capture
data to the motion path modification for 3D objects.

Recently, researchers have focused on creating new
motions through editing the existing motions [6,7,8]. It is
feasible to re-target the motion given that there are several
objects with the identical bone structure and all kinds of
motions in the existing database [9].
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Most research on handling motion capture data has
focused on techniques for modifying and varying the
existing motions. Witkin and Popovic developed a method
in which the motion data is warped between key frame-like
constraints set by animator [10].

The space-time constraints method originally created by
Witkin and Kass was developed to allow the animator to
specify constraints such as the feet positions of an object
[11], and then solve for these constraints by minimizing the
difference from the original data [12].

This method was applied to adapt a set of motion data to
objects of different sizes [13], and combined with a multi-
resolution approach for interactive control of the results
[14].

Physics were included in the method of Popovic and
Witkin, in which the editing is performed in a reduced
dimensionality space [15].

2. Overview of our proposed scheme

The structure of our scheme is illustrated in Fig. 1, the
basic function of the system is to input the files of the
particular style including all kinds of information about 3D
objects, classify and store the different categories of the
information in the specified buffers after reading and
analyzing the files, and finally render the 3D models to the
screen according to the synthesizing unit which provides
the customized service for use. The system is developed in
a Visual C++ environment using Windows API and
OpenGL library.

There are many 3D image file formats such as DXEF file,
BVA file, ASC file, OBJ file and ASE file, which are
importable or exportable for the well known 3D packages
such as 3D Studio MAX and MAYA [16].

We included the ASE file format and BVA file format in
our database. The ASE file format is short for ASCII Scene
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Exporter and is a text file format exportable in 3D Studio
MAX environment. It is easy to read and analyze the ASE
files as well as to edit them even in the general text editors
such as Word Pad, and they are widely used in the field of
3D animations and games.

30 file Analyzer 3D object .
input ':J>and LoaderD Buffers [:‘J> Viewer

\ . Animation  User Motion
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Flg 1. Structure of the bfoposéd systefn

Nowadays, motion capture data serves as a basis for
creating 3D computer animations when life-like motion is
desired, especially for commercial purposes [17]. The files
recording motion capture data provide the details of the
live motion for all degrees of freedom for the skeleton of
the character. The skeleton is made up of bones. The
BIOVISIONS BVA format is to record the motion of the
bones.

The controlling module plays a role similar to a game
engine that provides the users with an interactively friendly
interface and a real time handler to edit and control the 3D
scenes. We define four sub-blocks for the controlling
module: the rendering engine block, the animation control
engine block, the user service engine block and the motion
synthesis controlling block.

After analyzing the structure of the ASE file, we will
begin the procedure of reading the file, classifying and
separating different information on the materials, light, and
meshes of the 3D models, and then storing them in the pre-
defined buffers.

Our method for managing the 3D model buffers is
illustrated in Fig. 2. Each member of the linked-list

Object 1 *Mesh. A l *MIrl.A l
Qhi.counter Mirl.counter

*next *next
l Objectzi *Mesh,.A l Ml A l
Qbl.counter Mirl.counter

*next *next
] Object3] *Mesh.A l *Mirl.A ]
Obi..counter Mirl.counter

*next *next

Fig. 2. Method of managing 3D model buffers

*Mesh A is aimed to point to a class which records the
mesh information in *GEOMOBJECT blocks and the
linked-list *Mitrl is in charge of the material information in
*MATERIAL LIST block. The Obj_counter and Mirl_
counter are defined to calculate and record the numbers of
the total objects and the material categories.

The functions used in the viewing procedures are
provided with the libraries such as OpenGL and DirectX.
Our design exploits the OpenGL library.

OpenGL is a library available on almost any computer
for rendering computer graphics. By using it, one can
create interactive applications that render high-quality
color images composed of 3D geometric objects and
images. Generally, OpenGL has two types that it can
render: geometric primitives and image primitives.

As for rendering 3D animations, there is no mystery. As
we mentioned before, in *GEOMOBIJECT block, the
*TM_ANIMATION sub-block contains the information on
key frames of the motions. Between the key frames, we
calculate the relative values of the key frames and insert
the in-between frames by linear interpolation method or
nonlinear method. Then, we loop the procedure so that the
frames are displayed one by one with a predefined rate
such as 30 fps, which makes the 3D animation work.

The synthesizing unit is in charge of how to organize the
three parts above. The functionality of the synthesizing
module and the style of the interface depend on the
designers.

3. Motion Modifying Algorithm

It is easy to edit the motion of the single-boned model by
changing its TM_ANIMATION block in ASE files because
it does not have any hierarchical structure. However, nearly
all 3D models are made up of complex hierarchical bones
and it is difficult and not feasible to change them one by
one at this level.

Basically, we applied a linear method to interpolate the
frames. A timed sequence Q is a set

Q={(ti7vi){i:1r">n} (1)

where each ¢, is a real number with ¢,(z,, fori=1..n,

i+l
and v, can be any dimension vector but should be the
same dimensional for every i. For any timed sequence Q,

we can define the function interpolation (IP) as

t—1

IP(Q,t) =V, + __i (vi+l _vi) (2)

i+1 i
wherei=1..n and ¢, <t<¢, .

In order to apply this linear interpolation function to our
key frame animation algorithm, parameter time (¢) is
mapped to the current frame number (f)
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IF(Q,0)=v,_, +—}i~:%(vj -v,) (3)

wherej =1 .. nand f_ < f < f,, because the key frame

starts from zero.

It is sensible to slow down the beginning part of the
animation to achieve the realistic display since the 3D
object appears to move a little faster than usual because of
the machine hardware and the rendering is not always
perfect. The following was used to model increasing speed.
We can obtain an increasing interval size with equation (4)
and the time for the jzh in-between would be calculated as
equation (5).

1-cosé, O<¢9<% “)
jr
t. =t +(t,, ~1)1-cos—2= 6)]
Jj i (1+l 1)[ 2(}’l+1)]

The ASE format is based on identifiers in the form such
as *GEOMOBIJECT, which are followed by zero or more
values, and then for a few of the sub-blocks of further
identifiers surrounded by curly braces. Fig. 3 shows the
main structure of the ASE file.

The motion parameters of each joint of the bone skeleton
can be chosen to produce the new path. We define the file
format “.bn’ to record each new path and make an options
to store them.

Commonly, there are eighteen bones defined in BVA
files, so we can abstract eighteen new paths from each
BVA file. After viewing the new motion path, the user can
choose one suitable to the original actions of the characters
of the ASE format.

"‘3DSI\L‘-\X_ASC]IEXPORT 200+
*COMMENT "AsciiBxport Version 2.00- BMon Feb 7 17:49:55 2605
"SCENE {...} o
*MATERTAL LIST {«
*MATERIAL. COUNT 1«
“MATERTAL 0 {** }o
¥
*GEOMOBJECT {«
*NODE NAME " "«
+*NODE_TM {-}«
*MESH {+
MESH NUMVERTEX 4+
*MESH NUMFACES 2+
*MESH NUMTVERTEX 12«
*MESH_TVERTLIST {-+-}o
*MESH NUMTVFACES 2«
“MESH_NORMALS {-*-}o
I
*TM_ANIMATION {---}o

Fig. 3. ASE file format sample

Then, we think about motion path editing by which the
motion path of one object is abstracted and applied to
another object without changing its original motion
behavior so that a new 3D scene can be synthesized.

A path defines a coordinate system that moves in time.
The coordinate system is centered at position 7(z) and the
orientation matrix is denoted as R(?). Then, the path’s
coordinate system is given by T(¢)R(#). The transformation
from the global coordinate system to the local path system
is derived by

R(ty"'T(@)" (6)

Once the path curve is changed, the new coordinate
system for the object is given by,

TORMOR, ()T, (1) ™

where the subscript 0 denotes the initial path coordinate
system and T(#)R(1) is the new path coordinate system. As
the path 7¢2) is updated, the corresponding R(?) must be
computed accordingly.

The proposed algorithm of new motion synthesis by
editing motion path is described in the following.

Step 1: We abstract motion path from the motion capture
data, which is stored in BVA files. One sample of motion
capture data is listed in Fig. 4.

Segunt His
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83 w3 e 286 2% -246 82 5a 54
=107 B2 1805 k.- 2H ~1.9 sa a2 54
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Fig. 4. Motion capture data sample

Step 2: The data of the new motion path is to be
transformed into the same form that we defined for ASE
files. It is necessary to match the new time sequences
with the old ones. The procedure of abstracting the new
motion path is shown in Fig. 5.

Attention should be given to time intervals between key
frame and the total key frame number. The total key frame
number of the new time sequence is not identical to the old
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one, which means that the timing intervals need matching.
In order to simplify the problem, we previously fixed the

total key frame number for the experiments.

Step 3: The old path should be decomposed off (converting
the world coordinate to the local one) before the new one
is applied.

Step 4: The last step is to combine the decomposed matrix
of the ASE character with the new path matrix. The
illustration of applying new motion path for ASE files is
shown in Fig. 6.

Abstracting motion path from the

motion capture data.

1

Defining the file format *.bn’ for the
new motion path and making a fold
for path options

Path Optiang
om: B3 Frighten Frighten Run . Walk
e Destioy "pun  wak Loop € Loop
o b rocy ke v e o Hip.bn Hip.bn
L e N A Chest.bri :  Chest.bn H
{252 5 (e i s don Neck. bn H $ Neckbn & :
o o R Head.bn : :  Headbn ¢ H
- n LeffttlpLﬁg.bB H : LL?:‘tflt—UDLLQQ‘ tén : H
o Ty Ay Leftlowleg.bn ~ * Lefttowleg. bn
o T e oa LeftUpArm bn Lefi{UpArm.bn
Om eE En C2n o8 L8
LW N0 LES KRN 45 4T

LeftHand.bn LeftHand. bn

Fig. 5. Abstracting new motion paths procedure
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Fig. 6. Applying new motion path for ASE file

The actions and behaviors of the object along the
original path should be analyzed to cooperate with the new
path. We analyzed the behavior of 'robot.ASE' as an
example and the analysis result is shown in Fig. 7. Iterating
the action 'turning somersault' or 'running' along the new
path can lead to the natural synthesizing effect.

It is possible that the new path is not suitable to the
original intention. For example, the size of the motion path
is too small or too large. The new path should be scaled by
0.5times, 2times, and so on. X, Y and Z can be enlarged or
cut scale down by the same degree or different degree
according to the size of the original object. Samples of new
motion path are shown in Fig. 8. If there is any reference
point which the object must pass trough or avoid, it is
necessary to translate or scale toward or far away from the
reference point.
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Fig. 7. Behavior analysis of robot ASE results
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Fig. 8. New motion path example

4. Discussion

Our original motivation is to discover a general method
for constructing 3D image viewing, editing and
synthesizing system, and provide users with a flexible and
simplified interface as well as the interactive service such
as realizing their conceived scenario into vivid 3D scenes.
The proposed algorithm is suitable for the common user
without much professional background. It also provides an
efficient way of making good use of the existing motions.
In the future, we will further our study on controlling and
cooperating the motion of the multiple models to improve
and enhance the performance of this part.
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