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ABSTRACT

In Common parlance, the traditional software rdiigbestimation methods often rely on assumptidike
statistical distributions that are often dubioud anrealistic. The ability to predict the numberfauflts during
development phase and a proper testing process imelgpecifying timely release of software andcedfit
management of project resources. In the Presertty Sinhancement and Comparison of Ant Colony
Optimization Methods for Software Reliability Modedre studied and the estimation accuracy waslatdu
The Enhanced method shows significant advantagiésding the goodness of fit for software reliayilimodel
such as finite and infinite failure Poisson modw® Ainomial models.
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1. INTRODUCTION security issues as well. Specification, evaluatamd
verification of these quality characteristics argortant
The fundamental idea of software reliability issues for both developers and users of the system.
modeling is mainly to predict the reliability of eh Two commonly used traditional methods in parameter
software with its failure data. Until, the late 6Gke estimation are maximum likelihood and least squares
attention of scientists and engineers were directedmethod. As most Software Reliability Growth Modate
towards the hardware reliability (mechanical and non linear functions, various other Parameter Estomn
electronic systems). From the 70s, with the cootisy  Methods have been proposed by several researottses i
growth of technology software applications becaire t literature. They introduced a method based on Eafien

center of many studies. The possibility to creamplex ~ 2nd Maximization  principle, applied it for Hybrid
dependencies and better cost/price ratios comptved Software Reliability Model, Discrete Software Rblldy

hardware led to a wide range of software applioatio Models, Markov Modulated Reliability Models. The

. : S Parameters of Reliability include terminal relidil
Today, computers and mobiles are_used n e"erY‘W‘ broadcast reliability and network reliability. SSMC
industry, banks, large systems like power distidm,t

rafi t V. C i d it | method was used for parameter estimation. This
rafiic, water supply. Lompulers aré used eveniiél 1 othaq was useful when complexity of system makes

critical applications in hospitals; they contral &affic and it impossible to formulate exact models. SSMC
airplane flight,_where failures could lead to catgzhes and  1ethod was demonstrated as a good estimator for all
loss of many lives. Today, the software needsppatithe  the three types of the reliability and reliabillipunds.
recent technologies like cloud computing (Saravaah,  zeljkovic et al. (2011) given a Technical Review on
2013), where the reliability is more challenging. Software Reliability Models and Parameter Estinmtio
Due to increasing dependence and demand fofin that Parameter Estimation was done with failaree
Software, it is necessary to develop and mainttsn i and reliability data. All these methods did noteige
reliability. Software functionality is becoming aial much attention in recent research, due to non finea
from the aspects of reliability, safety of humares and  function of Software Reliability Models.
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This problem was overcome by a very effective 3. PARAMETER ESTIMATION

Parameter Estimation Method, which is Ant Colony METHODS

Optimization method. It is a brand-new bionic siatad

evolutionary algorithm, which has been applied @ngn Parameter Estimation Methods are used to predict th

applications such as Scheduling, Set, Routing ofspftware reliability models. Earlier various Traoltal

Vehicles and Assignment application. Methods were used to predict the software Religbili

Models such as curve fitting, Maximum Likelihood

2. SOFTWARE RELIABILITY Estimation and Least Squares Estimation methods.

The decision making process often delayed due to
very late availability of testing results generateyl

. : . . . . curve fitting analysis which is a major key problém
of time in a given enwronment t_o agh|eve the rﬁm," industries. This problem was overcome by other
purpose. The outcome of this is different for vasio Parameter Estimation Methods.

users based on the system used. It cannot be define  ynqre are many approaches that can be used tesaddre
objectively because of reliability measurements _C’Wh' the problem with software reliability model thatedea lot

are quoted out of context. It requires operatiquafile ¢ a5 1o make stable predictions to be estimasadell as

for its definition as the expected software usag#ep  narameters. In Parameter Estimation, Parameters are
is defined by operational profile. It considers fau  gqimated using the information from the curreniqat or
consequences and the reliability of the system mpe  ¢om the past or combined approach. Aljahdali (3011
on the severity of the fault. studied fuzzy model and its members to estimate the
2.1. Softwar e Reliability Model (SRM) expected software faults during testing processchwhi

o o provided high performance modeling capability.
Software reliability models are statistical models

which can be used to make predictions about a aoétw 3.1. Maximum Likelihood Estimation (MLE)
system’s failure rate, when the failure history tbg

system is given. The models make assumptions d@beut (MLE), originally developed by R.A. Fisher in 1920s

fault discovery and the removal process. These . T
assumptions determine the form of the model and thesrt]ates thlft theh desged prgbzbnlty“d|str|bl.||_t||(or|th? on:_ h
meaning of the model's parameters. that makes the observed data “most likely,” whic

It is an important tool in quality management and means that one must seek the value of the parameter

release planning. There is a large number of differ vector that maximizes the likelihood function. The
models that often exhibit strengths in differersam. For ~ 'esulting parameter vector, which is sought by citiag

all the Models there are some assumptions we da st (he multi-dimensional parameter space, is calleel th
based on the software failure process. SpecifiedMLE estimate (Liangtal., 2010). _

assumptions should be checked before applying the MLE requires usually no distributional assumptions
model (Goseva-Popstojanova and Trivedi, 2000). ForOEJt only m|n|(rjnal f';\st_sumpnons an(;l Itthls useful forf
Several assumptions such as, program failures ghoul 2P*&NNY @ (CGESCrptive measure  for he purpose o

occur independently at the time of testing, thevemfe f:srgrznarrllzmgtr?ebsseesrvg:jC%?gfrl?;?r:t dr?1§32|tsgl¥ﬁfg y
should be operated in a similar manner as the ¢sgec g p 9 Y P

) : method to estimate the parameters is the Maximum
operational usage, The set of inputs per testsun be Likelihood method. In this method, parameters can b

selected randomly, all the failures are observed, aggiimated by solving the Maximum Likelihood equasio
detected Fault is Immediately to be corrected, ttial (Chen and Beaulieu, 2010), which cannot deliver a
number of faults in the program is finite, no Fa(D_lIcurs solution perfectly. The problem can be resolved by
at the start of the test, no new Faults are inwedu deriving a satisfied condition for each model which
during the fault removal Process, failure rate ® b assures a unique solution of Maximum Likelihood
decreased with test time, failure rate is should beequations. If the condition is unstable and noisfadl,
Proportional to the number of remaining faults, only the known model parameters can be estimated.
reliability is a Function to calculate the numbef o Recursive Estimation Algorithm can be used for wvkm
remaining faults, test effort should be used assashfor model parameters; we can have a recursive appiicafi
failure rate are some of the assumptions. the Maximum Likelihood Method. Shaiét al. (2011)

Software Reliability is considered as the probabili
of operation which is failure-free over a specifigatiod

The principle of Maximum Likelihood Estimation
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used Maximum Likelihood Estimation Method for test problems like quadratic assignment, protein folding
effort functions in Exponential/Power Models ande th methods and many derived methods were adapted for
result was compared with noise. problems where real variables are used, problems of
. . stochastic nature, multi-targets and other
3.2. Least Squares Estimation (L SE) implementations. It has also beengused to prodace-b
Least Square Estimation methods are available tooptimal solutions to the travelling salesman proble
evaluate the set of parameters with the highestThe ant colony algorithm can run continuously ade
probability of being correct for a given set of tochanges inreal time.
experlmental data. In this method., I_ea}s_t squaresaden 4.1. Basic Principles of ACO
to estimate parameters by minimizing the squared
discrepancies between observed data and their &xpec In search of food, ants set about randomly, after
values. Compared to ordinary sampling plans, the fi finding, they will come back to the colony leaviagrail
failure-censored sampling plan has an advantage obf pheromonesHig. 1). The remaining ants, when they
saving both test-time and resources. find this path will not travel randomly, but follothis
Non linear least-square analysis actually compréses trail and return back, if they find food at the evidthe
group of numerical procedures that can be used tarajl. Over the period of time the pheromone in tizl
evaluate optimal values of the parameters in vedior  evaporates which reduces its attraction strendtmol
the experimental data. Several assumptions argeédipl gnts are traveling down the path and back, the
In general, the non linear Least-Square procedureyheromones will evaporate faster. On shorter paths
consist of an algorithm that used an initial appration will travel more frequently as the density of the
vector (g) of the parameters to generate a betterpheromone is higher than on longer paths. If pheram

approximation. These better values are then used agyaporates faster there is a chance of avoiding the
initial approximation in the next iteration to yieéven decision on local optimal solution. Without evagtara,

better apprqximgtion. This process is continuedlunt the initial path chosen by ants will become attvacto
the appr0>.<.|mat|ons converggd to a stable set Ofthe ones which are following. If this is the ca$iee
values. Ishiiet al. (2012) examined four LSE Methods chances of finding a better solution are limiteahafly,

with applications to software Reliability Prediatiolt : :
. o the ants will choose a good single path to the fematce
was shown that LSE methods are still attractivierms from their colony. The ACO algorithm is based on

of goodness of fit performance and predictive ; . . : :
performance in many cases. LSE methods that am use"".dOptm.g th.'s behawor of ants. It is done with tmp_of
are Basic weighted least squares method, Modiﬁedsmulatlon in which ants are allowed to walk around

Weighted Least Squares Method and Root Least S$1uarethe graph to represent the problem scenario.

Method hence, the Performance was compared withy.2. Parameter Estimation M ethod Based on Ant

MLE and LSE methods. Colony Optimization
Maximum Likelihood Estimation and Least Squares

Estimation methods received much attention in recen ~ ACO was originally used in the discrete best nekwor
research analysis. path searching; some changes are to be made while

adjusting it to parameter estimation problem. ACEsu
4. ANT COLONY OPTIMIZATION (ACO) a posit_ive feedback, parallel and self ca}talyzed

mechanism. It has an excellent robustness andsistea

Ant Colony Optimization (Liet al., 2010) is a collaborate with other methods. It shows good

technique which uses probability to solve problems performance to any optimization problem and carriget
where the computations are reduced with the help ofof traditional optimization method’s weaknessesdi@g
graphs to get efficient paths. Observing the beiraof and operation with ACO is easy. It has a good
ants when they search for a path from their colonthe convergence rate. Therefore, the ACO algorithm is
food source, this algorithm was used to find thénogl suitable in parameter estimation for software hliy
path. This concept has been expanded in solvingla w models. Changes should be made to the ant colony
variety of numerical problems. Many solutions have algorithm which has been used originally in seaoth
been suggested based on different aspects of ardiscrete best networks, to suit to the parametanaton
behavior. ACO is a bionic simulated evolutionary problem. In the current research, the ACO was ingulo
algorithm. ACO was applied to many optimization based on the characteristics of SRGMs (Jiang, 2009)
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Failure Data was made as a Solution Space whittkén where,p is the rate of volatilization rate of pheromone.
from Musa real time application data Set to predict

Parameter Estimation Accuracy. The ACO algorithm 5. DESIGN OF ENHANCED ANT
(Shanmugam and Florence, 2012) is explained below: COLONY OPTIMIZATION

Step 1: Parameter Estimation problem can be translated
into functional optimization problem using Least The Enhanced Ant Colony Optimization algorithm is
Squares Principle. The objective of the Function designed by considering divide and conquers tecieniq
(Min J) is to predict estimation accuracy that stiou <’ represents the number of equal spaces to beasyit
have lower value compared to original ACO. ‘B’ is the number of solution spaces to discard @hea

Fitness (J) is calculated Euclidean Distance batwee Stage. Later the Solution Space is determined \iglidg

the actual failure and predicted failure number: it into ‘a’ equal intervals. A counter is initialized to keep
track of ant's movement. As long as the total numife
_ T 2 ants are greater than or equal to 1, the seleatiant search
min ‘]:\I; [(m(®)=k (®)] process is to be started and the fitness of ais aatculated
using the Equation 1 and the result is represdntetl By
Where: keeping the minimum fithess value of an ant, timeaiaing
m(t) = The actual number of failure, ants will be discarded at each stage. The expectedme
H(t) = The predicted number of failure by the saitev s achieved with the optimum time complexity Ecpat?
reliability model . and space complexity Equation 3. The Algorithm $s a
T =The Total time the software runs and Time't

i . mentioned as follows:
gives the failure occurrences.

Begin

Set the Initial Value ofa-the number of equal
interval space to split.

Set the initial value of3-the number of solution
space to discard at each stage.

Divide the solution space intoequal interval. [\,m
= Solution Spaced].

Set count = 1.

While Ngym>=1

Step 2: The initial position of each ant is set and solutio
space has been divided and the other parameters
‘a’ and ‘b’ need to be initialized. For example, In
G-O Model, if there are two parameters ‘a’ and
‘b’, values ranging from 0 < a <@, 0< b < [y«
respectively.

This solution space is divided into n1 and n2.thet
number of ants living in these areas taken as m

If Nsum=1
randomly. N ount/2) + 1
Step 3: As long as search time is less thap,Neach ant End h?ount =0

automatically can search for best paths. PO is

Travel Threshold. Choose Ant search in each equal interval space

Calculate fitness,J
The Probability choosing local searching or global

searching by the ant k i:P T 2
oy min 32,3 () () 1)

A=k Nk
where, £ = u - wess W iS the current path of ant lgeg is Sort the solution space based gn J
the current best path of ant k. Discard thep higher solution space interval
If P, < Py the ant chooses local search. Else global Nsum= Nsum—1;

search is chosen. New fitness K is calculated and Count = Count + 1;

compared with current fitness J, if it is bettearththen End While

the ant’s position is updated else not: Output the position of the Ant in the final solutio
space which has the best fit result.

Updatey = (1 —p) w + & End

////4 Science Publications 1235 JCS



Latha Shanmugam and Lilly Florence / Journal of @otar Science 9 (9): 1232-1240, 2013

5.1. Comparative Performance of ACO and 5.3. Observations

Enhanced ACO In the above figuresFg. 2-6), it is shown the
For this Parameter Estimation Method, six classic estimation accuracy of Ant Colony Optimization and
Software Reliability Models were selected to catel  Enhanced Ant Colony Optimization. The Performanice o
estimation accuracyT@ble 1). G-O Model, Delay S-  the enhanced ACO is dependent on the size of the

Shaped Model, Weibull Model, M-O Model, Jelinski- so|ytion space and the parameteif the solution space
Moranda Model and Dunane Models were taken for, cives into two variables whose values 0 < a.<N<

experiment evaluation (Hirose, 2011). : : _
Failure data have been taken from the Musa rea tim EI\T N, then the solution space can be written as N,= N

data set to estimate the accuracy of Software Blktia b . . )

Models. Compared to existing Ant Colony Optimizatio Time Complexity can be written as follows:

the Enhanced ACO is giving the better result of enor

than 10% estimation accuracy as it should be thedo T=N (1/a) =N/a (2)

value. In the following images, it is shown thatke th

Parameter Estimation Accuracy of Enhanced ACO is  gpace Complexity can be written as follows:

lower than Existing Ant Colony Optimization algdmib.

In the graph outer line shows the Existing Ant @glo

Optimization estimation accuracy and the inner line

shows the Enhanced Ant Colony Optimization _ _
Estimation Accuracy. where, m is the number of ants,is the number of

intervals.

O (m + (M —0)) (3)

5.2. Limitations of Existing ACO

In the existing ACO, a different technique has beentable 1. Model form of software reliability growth models

used to calculate the new fitness. If ® PO, Ant K  Type SRM Q)
searches in its current area locally and calcutateew Finite failure poisson G-O Model a(1-e-bt)
fitness J otherwise Ant k searches globally. The Time Finite failure poisson Delay S
complexity is depended on max loop times N max and Shaped model a(1-(1+bt)e-bt
the amount of ants m, so that Time complexity was Finite failure binomial ~ Weibull model a(1-@ o)
written as O(Naxgm). The Space Complexity is more as |nfinite failure poisson ~ M-O model aln (-+bt)
every time search will happen either locally orhglthy Binomial IM model N(L-exp6t)
depending on the condition. Estimation Accuracy was nfinite failure Dunane model A
also little higher compared to enhanced ACO.
( F ) ( F
A ] ]
= "
= & =
~\ 1/
Y
i
|
~ / S
- A — -1 =7
7
{l
N N
1 2 3

Fig. 1. Basic ant colony optimization
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Fig. 3. Estimation Accuracy of ACO and Enhanced ACO farj€uat 2
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Fig. 4. Estimation Accuracy of ACO and Enhanced ACO farj€at 40

Project 27
G-0

Duane : Delay

IMO ~weibull

M-O

Fig. 5. Estimation accuracy of ACO and enhanced ACO fojgatd?7
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Project 14 C
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Fig. 6. Estimation accuracy of ACO and enhanced ACO fojgut 14C
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