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ABSTRACT 

The recent multimedia applications and services are very demanding in terms of Quality of Service (QoS). 
This creates new challenges in ensuring QoS when delivering those services over wireless networks. 
Motivated by the need of supporting high quality multicast applications in wireless ad hoc networks, we 
propose a network topology that can minimize the power when connecting the source node to the 
destination nodes in multicast sessions with the respect of the QoS provisions. We formulated the problem 
as integer linear programming problem with a set of energy and QoS constraints. We minimize the total 
power of energy used by nodes while satisfying QoS constraints (Bandwidth and maximum delay) that are 
crucial to wireless ad hoc network performance. 
 
Keywords: Ad Hoc Network, Wireless, Routing, Multicast, Energy-Efficient Routing, QoS, Topology Control 

 
1. INTRODUCTION 

A wireless ad hoc network is a type of wireless 
networks where communication between nodes does not 
require any established infrastructure or centralized 
administration. The wireless ad hoc nodes are 
communication end-points as well as routers. To 
establish the communication between two non direct 
neighbors end-nodes, the relay of messages by 
intermediate nodes is needed. 

A wireless ad hoc network is a type of wireless 
networks where communication between nodes does not 
require any established infrastructure or centralized 
administration. The wireless ad hoc nodes are 
communication end-points as well as routers. To 
establish the communication between two non direct 
neighbors end-nodes, the relay of messages by 
intermediate nodes is needed. 

Most of the existing works about the subject deal 
with QoS routing or admission control (Chen and 
Nahrstedt, 1999). The QoS requirements are most often 
expressed in terms of delay and bandwidth. In multi-hop 

ad hoc networks, those parameters are particularly 
dependent on the network topology. It has been proven 
that the QoS routing with multiple constraints is NP 
Complete problem (Thenmozhi and Lakshmipathi, 
2010). Hence, there are no exact studies in literature for 
providing algorithms that can overall satisfy QoS 
requirements. Some Nodes of the network could be 
overloaded making impossible to construct QoS routes 
(Li et al., 2001). So, designing a routing algorithm 
supporting QoS is essential. 

The topology of an ad hoc network depends on 
controllable factors such as the transmitting power 
and antenna directions of the nodes. The topology 
control in ad hoc networks is essential because a wrong 
topology could considerably reduce the capacity, 
increase the end to-end packet delay and decrease the 
robustness to node failures. If the topology is too 
sparse, there would be less choices for routing (hence, 
some nodes could be overloaded) and the average end-
to-end hop-count will be high. On the other hand, if 
the topology is too dense, there would be more routing 
choices, but the power consumption of the system 
would be highly increased (Pan and Xiao, 2006). 
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The concept of multicast is a very useful mechanism 
that supports communication from one source node to 
many destinations. The multicast routing deals with the 
construction of a multicast tree, which is originated at a 
source node and covers all destination nodes. The QoS 
multicast tries to find the multicast tree while every 
internal path going from the source to the destination 
conforms to the QoS requirements (Wu and Jia, 2007). 

We are mainly interested in the formulations related 
to the minimum power broadcast trees for Wireless 
Networks (Das et al., 2003). We propose to extend 
them to support QoS requirements. This paper 
discusses route optimization of multicast session with 
QoS constraints in wireless ad hoc networks. Our 
objective is to reduce the total power of energy used 
by nodes while satisfying required QoS parameters. 
Our QoS criteria are delay and traffic demands. 

2. MATERIALS AND METHODS 

There are several researches that have already 
discussed topology control in wireless ad hoc 
networks. Most of the works referring to the 
construction and maintenance of a network topology 
with required connectivity used minimal power 
consumption. Lloyd et al. (2005) addressed the topology 
control problem with several optimization objectives 
including both minimizing the maximum energy 
consumption used by any node and minimizing the total 
energy consumption used by all nodes. For static 
networks, two centralized algorithms were proposed for 
constructing connected and biconnected networks with 
the minimization of the maximal transmitting power for 
each node. Two additional distributed control heuristics 
were further proposed, such as Local Information No 
Topology (LINT) and Local Information Link state 
Topology (LILT), to deal with the topological changes 
(Ramanathan and Rosales-Hain, 2000). Li et al. (2003) 
focalized on the network connectivity with low power 
consumption and proposed a minimum spanning tree 
based topology control algorithm. In CBTC (Li et al., 
2001), each node grows its transmitting power until it 
finds at least one neighbor in every cone of degree α. 
The basic idea of the algorithm is that a node u tries to 
find the minimum power Pu, α such that it ensures 
some node is present in every cone of angel α around 
u. Huang et al. (2002) have extended this idea to the case 
of directional antennas. Marsan et al. (2002) addressed 
the problem of determining an optimal Bluetooth 
topology, which minimizes the maximum traffic load of 
nodes. Jia et al. (2004) discussed the construction of 

network topology that meets the QoS requirements in 
terms of end-to-end delay and bandwidth and minimizes 
the maximum power consumption per node. 

A lot of works have been proposed for the problems 
of minimizing the energy consumption for broadcasting 
and multicasting in wireless ad hoc networks, addressed 
as the Minimum-Energy Broadcast (MEB) problem and 
Minimum-Energy Multicast (MEM) problem 
respectively. The MEM problem was proved to be NP 
hard (Guo and Yang, 2004). 

Some previous works on the issue of energy 
efficiency had made great progress. Singh et al. (1998) 
proposed five power-aware metrics that can be easily 
incorporated into existing routing protocols. These 
metrics are based on battery power consumption at 
nodes. Kawadia and Kumar (2003) proposed to have 
clusters with different level of transmitting powers, 
where each may belong to more than one cluster of 
different power levels and routing could be determined 
using the least power paths. Wieselthier et al. (2000), 
studied the problem of reducing the total energy cost of a 
broadcast/multicast tree by adjusting the energy power of 
each node. They proposed three greedy heuristics namely 
Broadcasting Incremental Power (BIP), Minimum 
Spanning Tree (MST) and the Shortest-Path Tree (SPT). 
Wan et al. (2001) proposed a quantitative analysis to 
measure the performance of these heuristics. The MEM 
problem was studied in the same way as the MEB 
problem. The resulting minimum-energy broadcast tree 
is pruned to construct the minimum-energy multicast tree 
by eliminating from it all transmissions not needed to 
reach the member of the multicast set. When applied to 
BIP, the resulting algorithm is called Multicast 
Incremental Power (MIP) (Wieselthier et al., 2000). 

Since the MEM problem is known to be NP-hard, 
many mathematical programming approaches have been 
introduced in several works. Das et al. (2003) presented 
three linear integer programming models for MEM, 
without any experimental implementation. Bauer et al. 
(2008) presented a model for numerically evaluating the 
BIP heuristic in large networks based on multi-
commodity flow and a Lagrangean relaxation. Sabari and 
Duraiswamy (2009) proposed an Ant based algorithm for 
Multicast routing in mobile ad hoc networks. 
Maruthamuthu and Sankaralingam (2011) presented 
Energy aware Multiple constraints QoS Routing Protocol 
with Dynamic Mobility prediction (EMQRPDM), which 
is a source based reactive protocol for MANET. In 
objective to minimize the consumption of batteries 
power, (Idrissi, 2012) presented a method based on an 
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adaptation of the Dijkstra’s algorithm to the MANET 
problem called MANED and proposed in (Idrissi et al., 
2006) an approach based on an adaptation of the A star 
algorithm to minimize the consuption of energy. 

We think that integer programming formulations 
can be useful for obtaining exact or approximate 
solutions to MEM problems. We present hereafter the 
system modeling. 

We think that integer programming formulations 
can be useful for obtaining exact or approximate 
solutions to MEM problems. We present hereafter the 
system modeling. 

3. SYSTEM MODELING 

In this study, we will use a group of notations. We 
assume a fixed N-node network with their locations. The 
network is described by a graph G = (V, E), where V is 
the group of N nodes and E is a set of edges. M denotes 
the multicast set, where MÌV\{s}. Any node can be used 
as an intermediate node to reach other nodes in the 
network. We used the widely adopted transmitting power 
model for radio networks: 
 

ij ijP  dα=  

 
Where:  
Pij = The transmitting power used by the 

network node i to reach j, 
dij = The distance between nodes 
i and j and α = a parameter corresponding to the 

characteristics of the communication 
medium (it ranges between 2 and 4) 

 
Let Pi denotes the transmitting power of node i 

where 1≤i≤N. We assume that each node can adjust its 
power level depending on the transmission power of 
nodes and their distances. The connections between 
nodes depend on their transmission power. An edge (i, 
j)∈E if Pi≥(dij)

α. 
The total energy cost Ptotal is total energy consumed by 

each node in the tree. It can be represented as Equation 1: 
 

N

total i
i 1

P P
=

=∑  (1) 

 
Let ∆ and λs,d denote the maximally permitted 

hopcount and the traffic demand from a node source s 
to a destination node d (where d∈M) for the multicast 
request. 

In a multicast scenario, a source node s∈V sends a 
message to a set M. M = {dl, d2, …, dm} denotes the 
multicast group members. Our topology control problem 
can be formally defined as: Given a multicast request 
(s,M) and pi for each node i, 1≤i≤N, our objective is to 
minimize Ptotal when constructing a multicast tree rooted 
from s and spanning all nodes in M such that all the 
traffic demands can be transmitted with the respect of the 
permitted hop-count. 

4. PROBLEM FORMULATION 

For the purpose of formulating the problem of QoS 
multicast routing, we define the following variables: 

• X ij is a Boolean decision variable which is equal to 
one if there is a link between node i and node j and 
zero otherwise 

• sd
ijX is a Boolean decision variable that we have 

introduced in the model to ensure flow constraint. 
sd
ijX 1=  if the path linking s to d goes through link 

(i,j), else sd
ijX 0= ; Where d is a destination node 

from the set M 
• Pi is the transmission power of node i. 

Our objective is to minimize the overall transmitting 
energy of all nodes in the multicast session 

4.1. Objective Function: 
 

N

total i
i 1

P min P
=

= ∑  (2) 

 
4.2. Multicast Routing Constraints 

4.2.1. Power Constraints 

The constraint (3) defines the relations between the 
transmitting power pi and the binary variables Xij: 
 

i ij ijP P X 0; (i, j) v, i j− ≥ ∀ ∈ ≠  (3) 

 
The power matrix of a network, P, is defined to be an 

N´N matrix whose (i,j)th element, Pij, is the power needed 
by node i to reach node j. Pij is described by (4): 
 

/22 2
ij i j i j ijP (x x ) (y y ) d ;1 i, j N

α α = − + − = ≤ ≤
 (4) 

 
where, (xi, yi) are the coordinates of the network nodes 
and dij is the Euclidean distance separating i from j. 
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4.3. Topology Constraints 

The constraint (5) defines the condition that the 
source node of the multicast session should transmit at 
least once: 
 

N

j 1
ijX 1;i s,i j

=

≥ = ≠∑  (5) 

 
The node reachability constraints (6) expresse that 

there is no condition about the number of transmissions 
done by node i: 
 

N

j 1
ijX 1; j M,i j

=

= ∀ ∈ ≠∑  (6) 

 
In order to avoid any loops in the final tree, 

constraints (7) are added. They specify that a node can 
transmit only if it receives a transmission from another 
node (other than the source s): 
 

N N

ij ji
j 1 j 1

X (N 1) X ; (i, j) {v s},i j
= =

≤ − ∀ ∈ − ≠∑ ∑  (7) 

 
4.4. QoS Constraints 

In this study, two QoS parameters are considered: 

4.5. Delay Constraint 

The constraint (8) warrants that the hop-count ∆ for 
the multicast tree does not surpass the pre-specified 
bound. To provide delay constrained session, this 
parameter should be guaranteed: 
 

s,d
i, j(i, j)x , s V, d M≤ ∆ ∀ ∈ ∀ ∈∑  (8) 

 
4.6. Bandwidth Constraint 

Constraint (9) is added to guarantee bandwidth 
requirements. It ensures that the bandwidth capacity of a 
node is within the total transmission and reception at the 
same node: 
 

s,d s,d
i, j s,d i, j s,di (s,d) j

(s,d) x x B, dλ + λ ≤ ∀ ∈∑ ∑ ∑ ∑  (9) 

 
4.7. Route (Flow) Constraints 

Constraint (10) is for flow conservation, sd
ijX 1=  if the 

path linking s to d goes through link (i,j), else sd
ijX 0= . 

This constraint states that the entire traffics from s to d 
and passing through any relay node must be equal to the 
traffic entering this same node: 

j j

s,d s,d
ij ij

1if s 1

X X 1if d i i v

0otherwise

=
− = − = ∀ ∈



∑ ∑  (10) 

 
4.8. Route Validity 

Constraint (11) ensures that the route between each 
node-pair is valid. It states that traffic is circulating from 
node i to node j only when the link (i,j) exists: 
 

s,d
i, j tj(i, j)x x (s,M)≤ ∀∑  (11) 

 
4.9. Other Constraints 
 

i, j i, j
s,dx 1,or0,x 1or0 (i, j) V,(s,M)= = ∀ ∈  (12) 

 

iP 0, (i, j) v,(s,M)≥ ∀ ∈  (13) 
 

The proposed algorithm can be performed as the 
following steps: 
 
Generate V a N-Node set with their locations. 
Compute the P matrix (N×N) of the network using (4). 
Input: Network is a graph of N nodes, P matrix, 

Multicast request set: R = {(s, M, λs,d, ∆ )} and d ∈ M. 
s is the source Node, M the destination nodes, λs,d is 
the traffic demand for node pair source (s) to 
destination (d) and ∆ denotes the maximally allowed 
hop-count for the multicast tree. 

Output: Multicast tree originating from s and spanning 
the destination nodes M, Ptotal of the tree. 

1. Run the ILP model with previous Equation 2-13 to 
find the minimum energy tree from s to each 
terminal d∈M with the respect of the hop-count 
bound ∆ and the traffic demands λs,d. 

2. Return the optimal solution of the ILP. 
3. END 
 

5. SIMULATION RESULTS 

To compute the solution for this ILP model, many 
tools can be employed like Matlab, Lpsolve, CPLEX, 
etc. To simulate this model respecting the previous 
Equation 2-13, we used CPLEX (IBM ILOG CPLEX 
V12.1, 2009). CPLEX is an optimization software 
developed by ILOG for solving linear, integer and 
quadratic programming problems. 

All the computational experiments are performed on 
a personal computer with 4 GB RAM and 2.4 GHz, Core 
2 Duo Intel processor. The Simulations were carried out 
on a 30×30 meter two dimensional free space region. 
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We assume that the number of nodes is 15 (N = 15). 
The node coordinates are picked randomly (Fig. 1). All 
network nodes have the same bandwidth (B = 11Mbps). 
Every multicast request is a set R = {(s, M, λs,d, ∆ )}. 
To generate the set R, we developed a script that 
choose randomly a node from the N nodes to be the 
source s of the request then we choose a random set M 
of destination nodes from the remaining nodes {N-s}. 
To assign traffic demands λs,d for each pair (s,d) with 
d∈M, we used a random function of a normal 
distribution with variance equal to 0.5 µm (µm is the 
mean value of the normal distribution function). The 
average bandwidth requirement per request is µm. The 
maximum value which we set for the Multicast tree 
hop-count is ∆max = 2N/3. 

We initiate 8 requests of multicast sessions. The 
source (2nd column), destinations M (3rd column) and 
traffic demand for each (s,d) with d∈M (4th column) of 
those requests are generated as we mentioned above. The 

average traffic amount per request is λm = 0.01B. The 
routing information concerning each request of our first 
experiment are showed in Table 1. 

In each run of the simulation, we execute the 
algorithm in the network and report the route, the 
delay and the total energy needed for constructing a 
multicast tree originated at s and addressing all the 
destinations nodes M. The delay of the multicast tree 
is defined as the maximum value of delay in the route 
linking the source s to every destination node d from 
M (Chen and Sun, 2005). 

The total energy cost of the algorithm increases as M 
increases. The reason is when the number of destinations 
increases, the number of traffic demands to satisfy 
increases too causing much more energy cost. 

In the second experiment, we specify the maximum 
hop count permitted for the same sets of source and 
destinations on the same 15 nodes sample graph. The 
Table 2 summarises the results obtained. 

 
Table 1. The routes per request for µm = 0.2B 
Req n° S M λs,d (kbps) Route Delay of the tree Ptotal 
1 1 {9} 1098.8 1→10→4→9 3 97, 53, 37 
2 1 {6;14 ;15} 1098.2 ,1100.5 1097.0 1→12→14, →6 ↳13→8→15 3 238.0, 311 
3 10 {1;2; 3;7; 9;14} 1100.6,1095.9, 1101.1,1100.7 ↱3, 10→1→12 →14, ↳2→7 ↳4→9 3 427.0, 332 
   1101.5, 1098.6 
4 10 {1;2; 4;5;7; 1101.1, 1098.6, 
  8;11; 13;15} 1101.7, 1095.5, 1102.2, ↱1→13→8, →1→11  5 370.9, 819 
   1100.0, 1096.8, 1097.5 1100.4 10→2→7→5, ↳4 
5 10 {1;2; 3;4;9; 1100.4, 1098.0 ↱13 ↱1→12→3 3 204.0, 96 
  11;12; 13} 1099.1, 1102.8 10→2→11, ↳4→9 
   1099.1, 1100.1 
   1101.6, 1101.8 
6 12 {1; 2; 3;4;6; 1100.3, 1096.8 ↱13, 12→1→10→2, 3 328.1, 068 
  10; 13; 14} 1096.7, 1100.9 ↳3 ↳4, ↳14→6 
   1098.5, 1101.1 
   1097.2, 1100.9 
7 4 {2;5; 7;9;10;14} 1101.3, 1100.8 4→9, ↳10→1→12, →14, 4 511.6, 554 
   1098.0, 1099.3 ↳2→7→5 
   1100.9, 1096.8 
8 13 {9; 10;11;14} 1098.6, 1097.8 ↱10→4→9, ↱1→12→14 4 333.6, 209 
   1102.0, 1103.5 13→8→15, →11 
 
Table 2. The routes per request with max-hop count and µm = 0.2B 
   Max 
Req n° S M hopcount Route Ptotal 
1 1 {9} 5 1→10→4→9 97,5337 
2 1 {6;14 ;15} 2 1→8→15, ↳ 14→6 384.5776 
3 10 {1;2; 3;7; 9;14} 2 1↰↱ 3, 10→12→14, ↳2→7,↳4→9 477.9231 
4 10 {1;2; 4;5;7; 3 ↱13, ↱ 1→ 8→15, 10→2→7→5, ↳4 ↳11 374.8410 
5 10 {1;2; 3;4;9; 11; 12;13} 2 13↰↱3, ↱1→12, 10→2→11, ↳4→9 256.8860 
6 12 {1;2; 3;4;6; 10; 13;14} 1 ↱6, 4↰↱3, 2←12→1, 10↲↳13, ↳14 857.8586 
7 4 {2;5; 7;9;10;14} 2 ↱5→7, 4→6→14, ↳9, ↳10→2 571.6614 
8 13 {9;10;11;14} 3 ↱10→4→9, ↱12→14, 13→8→15, →11 353.3703 
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Fig. 1. The input topology number of nodes n = 15 in 30×30 Meter 
 

Table 2 reports the routes and the Ptotal when we 
specify the permitted delay constraint of the multicast 
tree. In comparison with Table 1, we can notice the 
increase of the total power and the change of routes 
between s and the set of destination nodes as we reduce 
the hop count. The relative position of source and 
destinations influences the total cost of the multicast tree. 
The reduction of ∆ to ensure delay constraint causes the 
increase of the cost of the multicast tree. 

In the third experiment, we aim to analyze the 
generated topologies as the changes of µm. We can note 
that the higher values of the mean traffic demand (µm) 
gets, the more power is required. Hence, the total power 
of the tree is increased. This can be noticed in Fig. 2-6. 
When the requested µm is small compared to B, 
topological changes occur rarely (Fig. 2-4). The edges in 
the topology changed, when mm reaches a certain 
threshold (µm = 0.26 B) (Fig. 5). When µm is greater than 
0.4×B, we notice that there is no topology that can 
satisfy the requested traffics. 

As observed in these figures, when we enlarge mm 
the energy cost of the multicast tree increases because 
the higher µm is, the traffic demands get higher too 

causing the change of the topology constructed to satisfy 
those traffic demands and thus increasing the total 
energy cost of the multicast session. 

In the fourth experiment, we simulated the 
algorithm in, a larger network, 100 node based 
network (N = 100) in a 200×200 m space region. We 
run the algorithm for random sources and random 
multicast groups. The average traffic amount per 
request is λm = 0.01 B. We have considered scenarii 
with a specified multicast group size M (M = 10, 50, 
60, 80 and 90). For each random M set, we specified 
the values of Ptotal needed. The results shown in Fig. 7 
are the average values of 10 runs in the network. 

Ptotal increases slowly when M is small as shown in 
Fig. 7. Ptotal increases quickly when M is greater than M 
= 80. We can notice that when the size of the multicast 
set increases, the amount of total energy gets higher 
which is required to obtain a feasible multicast tree. 

When the M size is less than M = 60, we manage to 
have solution in reasonable time (the computation time is 
small). When M continues increasing, it takes a much 
more time to compute feasible solutions. But when M 
reaches 80, we start to have no feasible solution cases. 
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Fig. 2. The multicast tree for destinations {2,3,4,7,8} with mm µm = 0.04B, Ptotal = 292.5959 
 

 
 

Fig. 3. The multicast tree for destinations {2,3,4,7,8} with µm = 0.2B, Ptotal = 292.5959 
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Fig. 4. The multicast tree for destinations {2,3,4,7,8} with µm = 0.26B Ptotal = 294.5638 

 

 
 

Fig. 5. The multicast tree for destinations {2,3,4,7,8} with µm = 0.29B, Ptotal = 300,5340; 
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Fig. 6. The multicast tree for destinations {2,3,4,7,8} with µm = 0é.4B, Ptotal = 302.5019 

 

 
 

Fig. 7. the total energy for multicast sessions with different M size and λm = 0.01 B 
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6. CONCLUSION 

In this study, we have presented a constraint 
formulation for the QoS routing topology control 
problem in wireless ad hoc networks. It is based on a 
formulation for the minimum energy multicast routing. 
The problem has been formulated in a form of integer 
linear programming problem with QoS parameters. We 
implemented the proposed ILP to construct a multicast 
tree that minimizes the total energy cost in a network and 
satisfies also the two constraints of QoS: Bandwidth and 
delay. We conducted several simulations to evaluate the 
performance of the proposed algorithm. 

The proposed algorithm has proved his ability to 
construct multicast topologies respecting QoS 
constraints. Nevertheless, when applied to large 
networks, it induces time complexity and difficulty to 
find a connected topology which satisfies the input 
requests. Therefore, further research should be made to 
obtain solutions able to deal with large networks. 
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