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ABSTRACT

This study presents a novel method to classifybtiain tumors by means of efficient and integratedhods
S0 as to increase the classification accuracyomwventional systems, the problem being the saragttact the
feature sets from the database and classify tutrassd on the features sets. The main idea in péetbfo
earlier researches related to any classificatiotihoakis to increase the classification accuracyadiaal need
is to achieve a better accuracy in classificatiynextracting more relevant feature sets after dsimnality
reduction. There exists a trade-off between acguaad the number of feature sets. Hence the foctisis
study is to implement Discrete Cosine Transform TIP@n the brain tumor images for various classesnd)
DCT, by itself, it offers a fair dimension reduction feature sets.Later on, sequentially K-meagerdahm is
applied on DCT coefficients to cluster the featsets. These cluster information are consideredfased
feature sets and classified using Support Vectochife (SVM) is proposed in this study. This mettodd
using DCT helps to adjust and vary the performantelassification based on the count of the DCT
coefficients taken into account. There exists adgdemand for an automatic classification of braimars
which grealtly helps in the process of diagnosisthis novel work, an average of 97% and a maxinoim
100% classification accuracy has been achieved. rElsiearch is basically aiming and opening a neyofia
classification under compressed domain. Hencestaly may be highly suitable for diagnosing undebite
computing and internet based medical diagnosis.

Keywords: Discrete Cosine Transform (DCT), Support Vector kiae (SVM), Magnetic Resonance
Image (MRI)

1.INTRODUCTION So abnormalities in the brain images would notefl
properly in the distinguished intensity levels.

The major task being the classification, it is a Although MR Images can show the location and size
foremost role to distinguish the images based a@n th of tumors, it may not be able to classify the tymés
image content. The differences among all types oftumors. So an improved wavelet based classificatah
healthy and tumor images would be very less andbeen done in Meenakshi and Anandhakumar (2013) and
highly challenging to classify. Tumor images are the results were verified with different types wifniors.
acquired based on a very critical imaging technique  The local binary patterns and gray level co-o@noe
subsequently followed by enormous mathematicalfeatures, gray level and wavelet features are eteca
calculations before it is formed as an image. Tgjyc  and these features are trained and classified using
the images obtained are nothing but the energytednit Support vector machine classifier in the works done
by the cells or tissues present in the exposedaiest. by Kumar and Kuma¢2014).
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Principal component analysis had been done in
Othman and Basri (2011), after which the clasdifica
was carried out using probabilistic neural netwdrk.

A A

Medical image Pre-processing

their work, it was observed that the PNN classifier l

showed good accuracy along with less training time.

Moreover PNN offers good robustness for changes in D - L Feature extraction
. s oo . atabase of < ;

weights andhas very negligible retraining time. &hs feature sets with reduced

on the spread values, accuracies were obtainetein t dimension

range of 73% to a maximum of 100%. Magnetic

Resonance Spectroscopy (MRS) is also a most relevan

data through which tumors can be detected andFlg 1. General schematic of feature extraction

classified. Arizmendiet al. (2011) methodology, they . _ _ _

proved that MRS data could be used and a combinafio Reducing the dimensions of feature sets is alsedasn

DWT and PCA would give fair classification resullts. the eagerness to achieve a fair accuracy withrleseer
Nuero fuzzy methods had been used by Murugavalli an of mathematical operations when a large data bése o

Rajamani (2007) to detect the tumor through MRadht images is presented.

Speciﬁcy hierarchical self Organizing map and Evuﬁ This StUdy has been 0rganized as follows. Section 2

menas had been used to C|a55ify the image |ayeyby describes the methOdOIOQy, deSCfiption of clasgific
Nanthagopal and Sukanesh (2013) had proposed t§ystem and describes the Pseudo codes of classifica

use wavelet based statistical approach to extfaet t System. In section 3 and 4 Results obtained amdisi#on

feature vectors and classify the brain tumor ugitij has been presented.
images with SVM. They had performed classification
with a data base size of 108 slices. 2MATERIALSAND METHODS

Sridhar and Krishna (2013), involves the usage of
DCT to extract the features and probabilistic neura 2.1. Discrete Cosine Transform (DCT)
network to classify the images. Through the woréaed
in, Zhanget al. (2011) relevant authors achieved 0.0451
seconds for extracting feature vectors from eacagin

using wavelet transforms, PCA and neural network. i )
Zhanget al. (2013), used wavelet transforms and SVM (2012) hadexplained the method of applying DCT for
for an efficient classification of brain tumors.t2ret al. feature extraction for biometric applications argemce has

(2012), proposed Self Organized Mapping (SOM) basedPeen presented pelow in order to obtain a_goodadeat
on neural networks and Genetic Algorithm (GA) hae ~ DCT. The DCT is almost similar to the Discrete fewur
used to select the features sets. Loudasl. (2013)  Transform (DFT), except that in DCT, more energy is
emp|oyed an integrated procedure Consisting threeconcentrated in the lower order coefficients. FBDamage
pattern recognition algorithms (K-NN, SVM and PNN) data, the DCT is purely real (only magnitude). Whil
for classifying and to characterize the breast performing a DCT operation, on a square matrixigélp
cancer.Diabetes diagnosis had been with an accafacy produces coefficients which are similar to the depy
93.2% as given by Purnamtial. (2009). wavelet features domain coefficients produced by a DFT operation. Mn
have been considered in the works done by Sziai. point DCT is closely related to a 2N-point DFT. TRe
(2007). Through the earlier works discussed above,frequencies of a 2N point DFT correspond to N [soont
clearly emphasize process flow to obtain the result the upper half of the unit circle in the compleans. The

better as given inFig. 1. Resizing the data base DCT of animage is typically given by Equation 1:
images to a common size is essential to fix thelmam

of features obtained in all images to a common toun ) B
. X . ) . Rl erx Tt 1
irrespective of the size of the images. This common Xkl,kz—znlzo an:o 1,k L0 N n2+5 K,
size will help while comparing the feature sets tkiep 2
feature data base one to one, otherwise there vimmukd s 1 Ny =1 N, =1
S AR L powoset @
1

dimensional mismatch.Anyhow, it is not advisable to
resize the images to too less size. But, resizilogva a - 1 - 1
P += CcOos— +=
{Nl(q 2) 4 EN[ ? 2] 4
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A Discrete Cosine Transform (DCT) of a time domain
signal is a sum of cosine functions oscillatingdifierent
frequencies. The authors Krishneswari and Arumugam

data loss, hence a trade off is always maintaired t co
preserve the accuracy level.
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where, ;. n2represents the pixel value atand . N; and
N, represents the total number of rows and colunenta
into consideration while applying DCT ang=0...N,.1
and k= 0.N,-1.

For 2D images, after transformation, the major
amount of signal energy is held by just a few loweter
DCT coefficients. Quantizing these DCT coefficients

in Equation 2 is to find k cluster centroids, sticht the
average squared euclidean distance or Mean Squared
Error (MSE) between a data point and its nearest
cluster centroid is minimized.

n

%Z[minj d*(x ,m )]

i=1

)

would be based on the energy content in them. Such

lower order coefficients can be more quantized viith
more number of bits than the higher order coeffitseln
addition to this dimension reduction, higher order
coefficients after a threshold may be quantizedOto
When an input image is divided into several horiabn
and vertical blocks, with each block sizing8 So, in
this case, Nand N are typically 8 (after dividing the
input image into several horizontal and verticaldiks)
and the DCT is applied to each block of siz8.8The
result is an 88 matrix of transformed coefficients in
which the top left element (1,1) shownkig. 2 is the
DC (Zero frequency) component and entries with
increasing vertical and horizontal index values
represent higher vertical and horizontal spatial
frequencies. The DCT coefficients are reorderedhiey
zig-zag scan. This method of scanning reordershall
DCT coefficients from low to high frequencies. lase

of image processing, neglecting the higher order
frequencies by quantizing with zero bits will ndfeat

The K-means algorithm can be understood as a
gradient descent procedure, updates the clustérodn
to minimize the objective function in Equation 2her
K-means always converge to a local minimum.
Velmurugan and Santhanam (2010) found the particula
local minimum found on the starting cluster cerdmoi

2.3. Support Vector Machines (SVM)

The basic idea behind the SVM classification
technique is to identify the class of the input tectors.
This is a supervised learning algorithm, wherettaming
vectors are used to train the system to map thaseng
vectors in a space with clear gaps between themgusi
some standard kernel functions and the input testovs
are mapped on to the same space to predicted &s igiv
Bharathi and Natarajan (2011), the possible clase
linear kernel scenario is shownHig. 3.

Given some training data D, a set of n points ef th

the appearance of the images. Human eyes are mor@'m where the class is either belonging to the class 1 or

perceivable to the low frequency components. Hemce
good dimensionality reduction is achieved with DCT
stage itself by discarding the higher order freqigs

Zig-zag scanning process is performed on DCT
coefficients shown ifrig. 2 after zig-zag scanning, X64)
vector is produced. This vector contains coeffitseaf
DCT block from low frequency to high frequency. L-ow
pass, Band-pass, High-pass filters are appliedhte t
vector for constructing a feature vector by condidgethe
whole spectrum range of the sub block.

2.2. K-MeansAlgorithm

The simplest way to explain K-means algorithm is
as follows. Let us assume that given a datasetdz#ta
points %,X,,, ..., % such that each data point is ig. R
The major aim will be to group the given data ikto
clusters. Each of the K clusters will contain cirta
number of elements. The k pointsfnt = 1, 2, ..., k)
in Ry such d that is minimized, where ¢(ry) denotes
the Euclidean distance betweeraxd mwhich should
have the minimum variance. The points;{where j =
1, 2, ..., k are known as cluster centroids. The lemb
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class-1, indicating the class to which the poinbiongs.
Each Xi is assumed to be a p-dimensional real vétoe
it is needed to find the maximum-margin hyper pltrat
divide the points having % 1 from those having; % -1.
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Fig. 2. 8x8 matrix DCT coefficients
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X, aanlib/home.html) database. The brain datasetsstens
4 i of 102 T2-weighted MR brain images in axial plamne a

' 256x256 in-plane resolution, were downloaded. A total
of 102 images from 5 different classes like Normal,
Glioma, Meningioma, Alzhimer and Alzhimer with
visual agnosia. The typical size of the resizedgesain
our case is 154150. Resizing is done to reduce the
time processingrig. 4.

The preprocessed images were decomposed into its
discrete cosine terms. The number of coefficientsew
taken as option to decide the accuracy of
theclassification system.The cluster counts andtetfu
centers are considered as feature elements repiresen
an image.The training sets with such 40 vectors are
chosen and trained with SVM. Reducing the dimension
of the feature vectors is a common technique taced
the processing time. Anyhow, in our classification,
dimension reduction is achieved using DCT as well a
using a novel method of feature vectors, being the

Samples on the margin are called the supportelement counts and centroids of each clusteraarfest
vectors. w.x-b = 0 wheredenotes the dot producisand The schematic shown iRig. 5 shows the typical
the normal vector to the hyper plane. The parametefmage process for one image. The down arrows
b/||w|| determines the offset of the hyper plapenfthe  onresents the contents of the corresponding blatk.

qrigin along the normal vector. If the training aatre the processes are carried out by individual blo€k o
linearly separable, then two hyper planes can be

selected in such a way that they separate the atata size &8 basis in our implementation.
there are no points between them and then tried t® 5, Pseudo Codesof Classification System
maximize their distance. The region bounded by them
is called “the margin”. These hyper planes can be
described by the equation:

Fig. 3. SVM scenario

Stepl: Collecting the data base.

Step2:  Preprocessing (This includes resizing tragenm
and noise elimination)

Step3:  Dividing the images into horizontal and izait
blocks of size 88. And applying pass band

wXx—-b= andw.x—-F-

At the testing phase, the data pointare separated

using the following constraints w-B>1 for x of thefirst DCT for every &8 window
class or w.xb<1 for xof the second class. Step4:  DCT coefficients are clustered using k-means
The discussion is all about a two class SVM. In our algorithm

proposedmethod, the target is a multiclass SVM wher Step4.1:
the number of classes is more than 2. A conventiora
class SVMcan be extended into a multiclass SVM, by ) . .
two methods. (1) By comparing one feature sets aiith Step4.2: Each object of the data set is placed timto
other remaining feature sets as in another class-(o group that has the closest centroid
versus-all). (2) Between every pair of classes {one Step4.3: Recalculate the positions of the centroids
versus-one). SVM classification methods have beelh w Step4.4: If the positions of the centroids didrtiange,
discussed as given in Yogameehal. (2010). advance to the next step, else go to Step4.2
Step4.5: End

Step5:  Constructing SVM using a default linear kérn

The Tumor images were obtained from Harvard Step6: Input the test MRI to the trained SVM and

Initial group centroids are placed inte2
space

2.4. Description of Classification System

Medical School (Web: http://www.med.harvard.edu/
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outputting the prediction
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Database
images

—p| Pre-processing —p DCT

K means
clustering

SVM <

Fig. 4. Implementation of classification system

Full DCT §x8 DCT
image windows

v

Zig-7ag process
to obtain DCT
band

324 DCT
feature

K-means clustering and SVM

Fig. 5. Schematic of classification for single image

3.RESULTS

chosen and classification accuracy is obtainedwengdn
the Table 1. When a resized image of size %80 is
divided into &8 blocks, we obtain 324 blocks (18
horizontal and 18 vertical blocks) which is a roedd
number through matlab coding. So, 64 coefficientsnf
each window are mapped into only one DCT coeffigcien
which leads to 324 coefficients for the whole image
Anyhow, number of coefficients taken from each vawd
can be increased when the accuracy obtained is less

MR images with various diseases as named by
medical experts were framed as a final image dase b
for our classification. It is well known that, any
individual brain disease type reflects in the appece of
image. Hence it is worth to comment, that the
classification process would highly help in ideyitify
the disease concerned with the input MR imiaiges.

Thus the classification had been done with a total
of 40 features, out of 40 features, 20 features are
centroids and 20 features are the number of elesnent
in each cluster. The classification accuracy isaotsd
as 97.05%. As this is a new method of taking cluste
centroids and number of elements in each cluster as
features of each DCT image, there is no motive to
compare with earlier methods. The values preseinted
Table 1 are just the accuracy values obtained through
our method which is fair.

4. DISCUSSION

The following Table 2 shows the accuracy
variations for different number of DCT coefficieaund
number of cluster.

From Table 2 and Fig. 7 it is known that, the
classification accuracy is insensitive to the nundfeDCT
coefficients. But it depends on the number of festuin
turn it depends on number of clusters. It may meight
thathow classification accuracy is dependent of bemof
DCT coefficients, but a minimum accuracy of 96% is
achieved with only one DCT coefficient per bloclaangt
the earlier methods discussed in previous sections.

Figure 8 shows the performance increases linearly
with an increase in the number of cluster featuBes. a
better performance is arrived while a higher numtser
DCT coefficients are considered for classificatidable

The experiments were conducted on the hardware3 shows the comparison of classification accuraokes
platform of P4 IBM with 3.3 GHz processor and 2 GB existing methods and our proposed methods. Our
RAM, running under Windows 7 operating system. The proposed method yields 100% accuracy while caliogat
algorithm was developed as Matlab script using knag at compressed domain. Hence this research worksagpen

processing and Mathematical tool box. The test amts

///// Science Publications

new way of classificaion method for medical images.
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Table 1. Classification accuracy against total number ofgesaand number of images classified

Class number and nature Total number of images Nuwiimages classified Classification accuracy(%)
Class 1 (Normal) 23 22 95.65

Class 2 (Glioma) 18 17 94.40

Class 3 (Meningioma) 21 20 95.20

Class 4 (Alzheimer) 18 18 100.00

Class5 (Alzheimer plus agnosia) 21 21 100.00

All classes 102(when test set is 99 97.05

equal to train set)
Average accuracy - - 97.00

Fig. 6. Sample of brain MRIs,(a) Normal brain (b) GliomaNteningioma (d) Alzheimer(e) Alzhiemer plus agrosi

Classification accuracy Vs number of features

Classification accuracy

40 30 60 70

Number of features

Fig. 7. Classification accuracy Vs Number of features
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Classification accuracy Vs number of features
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Fig. 8. Shows the performance increases linearly with arease in the number of cluster features. But @bpérformance is arrived
while a higher number of DCT coefficients are cdased for classification

Table 2. Accuracy of proposed system

No of DCT coefficients Total number of DCT Ovdirdassification
per 88 window coefficients for one image No of clustéf3 Number of features accuracy (%)
1 324 20 40 96.0

25 50 97.0

30 60 98.0

35 70 98.5
13 4212 20 40 96.5

25 50 97.6

30 60 98.5

35 70 98.8
45 14580 20 40 97.0

25 50 98.0

30 60 99.0

35 70 100.0
61 19764 20 40 98.0

25 50 98.5

30 60 99.6

35 70 100.0
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