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ABSTRACT

The paper represents the research results of stydiie switches. The model of a switching link has
been suggested. The switch has been presentec ifotin of a Queuing System (QS), the study of
dynamic characteristics of switches has been uakert and the adequacy of the proposed model of a
switching link to actual switches has been valuEde maximum error of the modelling is ho more
than 5%, which indicates the sufficient adequacyhef switching link as related to the evaluation of
its probability-time characteristics. The accuragiven is eligible for practical and engineering
research works. The self-similar traffic charad®gcis causing an overload rise when passing through
the switching links have been studied by means iofuktion modelling. The simulation test
conducted of the traffic passing through the switghlink showed three characteristics to be
significant: Intensity, Fano parameter and Hurgianent.
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1. INTRODUCTION the study of the dependence of the queue lengthen
buffer link on the parameters of the input traffiche
Multiservice networks can often generate powerful values of the traffic emissions can be considesetha
spikes. Such localized in time emissions causecapacity of the buffer memory needed in order toigv
substantial packet losses even since the totalreegant data losses. The cells delayed in the memory can be
of all streams is far from the maximum permittetles. transferred at the moment of the reduction of tafit
Numerous studies results testified that if the trtm]fflc load. Consequenﬂy, to achieve the maximum data
is  self-similar, then, whatever self-similar stream  transmission rate, it is important to determineapémal
multiplexing, the duration of the delays will beghiand  pyffer size (if the buffer is too small-much of tdata
so larger buffers will be required. Moreover, tilaeger | be lost and if the buffer is too large-the oecse

the values of Hurst exponents are, the higher theg|yttony will be caused and the disagreement ofvoek
requirements for larger buffers will be, even vatklight  gperating parameters will occur).

load factor. If it is necessary to achieve highrdegof
use, then for self-similar traffic the buffers afder sizes 2.THEMODEL OFTHE SWITCHING

will be required, even than it has been predictgdhe LINK
classical queuing analysis (Kolaczyk, 2009; @aal.,
2007;Songet al., 2005). The actual switch can be provided in different

This article represents the study of dynamic models depending on the degree and completeness of
characteristics of switches, the switch modellingd a the process specifications and the final objeciife
evaluation of its adequacy to actual switches, ab as the research. The basic functional model of thitra
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switching node can be created on the basis of thetrans.mission. time which_is 96 _ns.for Gigab.it E.trmn
states of the queuing theory. Herewith the swicini ~ and its maximum value is not limited. Consideritg t
the first approximation is a Queuing System (Qhwi fact that the preamble at the link layer is notcessed,
the finite or unlimited input buffer and First the value of the “real” minimum interframe intervaf
Input/First Output (FIFO) call servicing discipline 608 NS can be obtained. o
The functional model of the system is showrFig. 1. The most important parameters of the Gigabit
Consider the model of a high-speed switch basedEthernet link layer are shown ifable 1. As the result,

on the Gigabit Ethernet technology, which is thesmo the magnitude lis discrete by its nature and isndefon
used in the world (Radaei and Zukarnain 2009: the bit intervallD [512,12144] with an increment of 8

Guesmiet al., 2006). bits. The componert, is continuous and can be defined
Gigabit Ethernet technology transmits the variable ON the nanosecond intervglll [608 ). o
length packets at variable packet interval, so the With the accuracy sufficient for engineering
forwarding process of the packet k will consisttab  calculations the componen can also be presented as

phases: “p-"-interframe pause and “p +"-packet discrete with a sampling interval of 1 ns. The
transmission. The duration of the interframe inaemwill discretization error in this case is less than 2.1Dhen
be denoted ag, [K] and the duration of the packet the process of traffic forwarding in the communicat
transmission i [K]. channel will be discrete both in time and on level.
The duration phase “p +" is associated wifk] The manufacturers of network equipment state the
packet size by the ratio Equation 1: bandwidth capacity or similar characteristics abadahe
main specifications of the device. This value degithe
_ 1K number of packets that the device can process mier u
7[K === (1) . . : :
Vi time in accordance with the requirements of the

document IEEE 802.3. The bandwidth capacity may be
where, vi- is a bit rate of the channel, the permanentindicated at different operating conditions. Foample,

hardware parameter. for Cisco's devices the bandwidth capacity is djgetin
Gigabit Ethernet packet consists of a preamblés(it the case of software and fast switching.
designed to synchronize the transmitter and theivec For every switch the particular midfrequency of

of the physical layer), the restricted part andagiqad. sending and receiving packets is assigned, which is

The size of the preamble is recorded in 512 bitstaat ~ ~19.5 kHz. The midfrequency can be pre-set as dqual
of the restricted part in 144 bits. The minimumueabf all switches in the network.

“pure” interframe interval is exactly equal to 9#sbof

Queue

T
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Fig. 1. Functional diagram of the switch in terms of QS

Table 1. Gigabit ethernet link layer parameters

Parameter Minimum length packet Maximum length packet
Packet size without preamble 64 bytes 1518 bytes

Payload 368 bits 12 000 bits

Payload share 71,88% 98,81%

Minimum period of packet flow 1,120 MSc 12,752 MSc

Maximum frequency of packet flow 892 857 packet/s 8 419 packet/s
Maximum net bandwidth 328,571 MB/s 941,028 MB/s
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Modern switches are multi-tasking and multi-user « If Y +Z>h+C, then Y+Z-h-C packets are lost at

systems with several network interfaces. Thereftirey
can simultaneously transmit and receive dozensickgts
(depending on the number of network interfaceshim t
switch). For this reason, the frequency of sengiagkets
is independent from the pause between packetshaid t
sizes and it can be presented as a determinate wétiu
the accuracy sufficient for the numerical calcolias.

Therefore, the switch can be represented as Q&hwh
in each operating cycle of the system, acceptsinpet
packets received during this working period of sistem,
processes them and forwards. The model concerridoewi
denoted as Y/D/C/h/d, where Y-incoming traffic, D-
deterministic service time equal to one system aijrey
cycle t; C-the system capacity; h-the buffer sidednthe
discipline applied in the system (Gaial., 2007).

The finite size of the buffer h means that thefduf
can store no more than h packets at any given tirme
every window t (window-is the time interval [t, ththe
channel can transmit no more than C packets whieh a
taken from either buffer or from new incoming paske
Y. The packet from the buffer which is transmitted i
the window t leaves the channel and the whole syste
concerned at the time t+1.

At any time t it is assumed that the events ocour i
the following order: {the end of the service in the
window t-1} {arrival of new packets (0 packets may
arrive)} -{ selecting the next packets for the
service}- {packets loss, if it is required by the service
discipline}- {buffering the unlost packets}{opening
the window t}- { inception of service in the window t}.

the moment t (it is depended on the particular

discipline which packets are lost and which are

transmitted)

The following system parameters will be used to
assess the impact of incoming traffics on the syste

The value of packet losses for the entire action
period of the system:

P=3 (T, +B)~(C+(h-B))

i=1

Where:

T, = The value of incoming traffic

B; = The number of packets in the buffer at the i-
moment of time

C = The server capacity

h = The volume (capacity) of the buffer

The average number of packets in the
buffer:B=3'8
i=1

* The loss factork, = NP
2T
i=1

. . _B

»  Buffering factork, =

Before applying this QS for the comprehensive
analysis of dynamic characteristics of switchesjsit

It is assumed that in the model at each time t thepecessary to assess its adequacy to actual switches

discipline decides which of the following alternats
must be applied to each packet in the system:

» Start transmission (service) of the packet atithe t
» Store the packet in the buffer up to when t+1
* Reset (lose) the packet at the time t

The most important class of disciplines d is tlss
satisfying the following conditions:

 If Y, +Z>0, where Y- the number of new packets
received at the time t; Zthe number of packets
available in the system at the time t (prior to
admission of new packets), then min

Such studies have been performed in (Polyakov and
Kuznetsov, 2005). The common switch “Cisco 3750G”
has been used as the real object of the reseatwh. T
hardware parameters of this device needed for
numerical simulation are shown Trable 2.

Table 3 shows the comparative analysis of the
average results of the testing and simulating.

The numerical simulation was carried out under the
same hardware model parameters as when the
assessment of its adequacy. That allows us to thied
results of the simulation to the switch “Cisco 3@30
and so increase the practical significance of &ésailts.

Table 3 shows that the maximum error of the
simulation is less than 5% and this fact suggests t

{Y +Z,,C}packets are to the transmission (service) at sufficient model adequacy of the prototype objesta@

the time t

the evaluation of its probability-time charactedst This

* If Y, +Z<h+C, then none of the packets are lost at accuracy is quite allowable to the practical and

the time t

engineering studies.
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Table 2. Gigabit ethernet switch parameters

Parameter RMS value per one port
Switching core performance 1,638 Gbs

CPU performance 1 375 461 packets/sec
Storage capacity of the incoming buffer 256 KB

Table 3. Results of testing and simulating

Parameter Test Model Error (%)

Single packet delay, 64 bytes 3,42 MSc 3,54 MSc 3,5

Single packet delay, 1518 bytes 10,15 MSc 9,82 MSc 3,25

Delay (actual traffic, 200 packets) 7,12 MSc 6,98dv 2,66

Jitter (actual traffic, 200 packets) 1,66 MSc 1NFI8c 4.8

3.ANALYSISOF THE QUEUES workload varied from 70 to 95% (Kirichenko, 2007;

OCCURRI NG | N THE BUFFER AND THE Karpuhin, 2008; 2007; Radivilova, 2007b).

NUMERICAL EXPERIMENT RESULTS The modelled system of network traffic processig i

server with a variable performance or data prongssite
The switch model described above can be used tc‘the number of packets per unit “”.‘e that Ca'?.b“"m)
study the queues occurring in the switch buffer andand a btuffferdrrser?hori/ (a bgﬁe? W'tdh aszeuﬁedwné
losses when the simulation of the network switching (amoun of data that can be store ). The SerV@”".‘“
node operation. The work has been dealing with thelaW traff_|c .(that has not begn pfocessed yet atoergin
simulation modelling of the channel load and buffer stepr(]ung time) of |_ts ope{jatlon) into the bszcaemo;y.
queues. The input buffer was fed with various input T_ e data entering Wi e-Area Networ _romt € LAN
data: The implementation of network traffic and Provider have been used as input data. Osi.dagsbsind
simulative implementations of statistically selfrdliar Osi.04.src implementations represent the time cigrere
process coincides with the Hurst exponent of thguin  Protocol frames (Ethernet-frames in this case)sipgs
traffic but the queue possesses significantly heravi through the local area network to the WAN network.

tails than the traffic realization. The incomingffic =~ The Osidat, Osidst, Osi.04.src and Tcp.dat
Y(t) will be treated as a random process with animplementations have been taken as the sampleseaf a
arbitrary probability distribution law. traffic. The simulation modelling of forwarding the

The conducted simulation modelling has testifieat th ~ traffic with the lengthn = 4096 of the samples with the
the queue length in the buffer is determined bydhr parameters X (bit/s), Fano F, Hurst H via the
main parameters of the traffic: Traffic intensifyano communication channel node for the buffer with an
parameter and Hurst exponent. The Fano pararkeer infinite size and the buffer with a size of 256085 has
defined as the variance ratio of the events cotunhe  been conducted for these implementations. The vaflue
given time step T to the mathematical expectatioiis ~ the average queue length in the bufferand the value
quantity:F (T) = DIN(T)] ' of the tail heaviness parameter of the quegibave been

M[N(T)] estimated for the buffer infinite in size. For thaffer

variable determining the number of events of thet te limited in size the average length of the qu@s@nd the
flow at the interval T (Clegg, 2006; Radivilovd)® a; amount of data loss P in percentage terms have been
Radaei and Zukarnain, 2009; Cirianni and Leonardi, determined.Table 4 describes the parameters above
2012). The large values of the Fano parameter mentioned when a system load at 90%.

correspond to the wide spread of values of thetinpu  Figure 2 shows the results of the numerical
stream, which, even at low intensity, creates gseue simulation modelling for different degrees of laagli
The Hurst exponent characterizes the long-termwhen the specified implementations of traffic wesed
dependence of the process. In particular, this sieanas the input data.

that high values of the process are likely to dofeed The basic characteristics have been determined for
with the same high values, which will give no way f actual network traffics and, based on them, the
the buffer to be cleared fast. The average systensimulation modelling of the traffic forwarding thrgh

where N(T-the random
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the communication channel node has been conducted When testing the hypothesis for equality of the

both for the buffer infinite in size and the buffef average queue lengths for the actual traffic amd|tjh=

256000 bits in size. 0.632 criteria of the simulative implementationge th
The value of the average queue length in the bufferhypothesis has been adopted with the significaecel |

B,and the value of the tail weight parameter of the @ = 0.05. The parameter values of the queue tail

. . .. ... heaviness for actual and simulative implementations
gueuedag have been estimated for the buffer infinite in differ by less than 10%. The value of data losseal
size. For thg buffer limited in size the averagegth ,Of and simulative loading coincides to integer valoés
the queue B and the amount of data los8 in percents. This fact suggests the conclusion adwait t
percentage terms have been determined. adequacy of the model.
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Fig. 3. Dependence of the average queue length on thenlpadr simulative traffic implementations consiagyX , F, H
parameters

Table4. Actual traffic parameters

Implementation X F H B B/X a, B, P, %
Osi.dat (1) 4500 5900 0.8 540159 120 0.43 73620 54
Tcp.dat(2) 4200 7200 0.86 470564 112 0.27 63373 7.2
Osi.src (3) 3700 7100 0.82 410256 110 0.36 75256 4 4,
Osi.dst (4) 2700 5200 0.78 251368 93 0.31 81175 35
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Table 5. Parameters of the simulative traffic y (t)

Implementation X F H B B/X a, B, P, %
Osi.dat (1) 4430 5850 0.8 570000 126 0.41 73653 5.9
Tcp.dat(2) 4100 7260 0.86 440000 104 0.29 63378 6.7
Osi.src (3) 3710 7130 0.82 350000 95 0.35 75259 4.1
Osi.dst (4) 2640 5280 0.78 210000 78 0.33 81171 3.8
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