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ABSTRACT

Software maintainability has been an important etk quality attribute that concerns both styles of
software development, the proprietary model as aglbpen source. As lots of open source software ar
predominantly built using the OO paradigm, theréstsxa need for empirical validation with respext t
certain quality aspects especially maintainabilifthere are a few studies in the past which use code
metrics and a few which use design metrics, muatieean the software development life cycle to
predict maintainability. In addition, there aredis which apply both code as well as design metac
evaluate maintainability. The objective of thiseasch is to perform an empirical comparison of two
popular OO metrics suites, the Martin suite and Gfe suite on four open source software systems by
analysing a few key design metrics such as sizeploty, complexity, inheritance and stability. Two
important observations were made with this emplirstady. First, between the two OO suite of design
metrics, the prediction model developed using Martietrics scores better than the model developed
using the CK suite. Second, the combination of Maend CK suites is helpful in predicting the
maintainability of OO software, with a predictivecaracy of 66.7%, better than that of the models
constructed by either Martin metrics or by the CEKtrits individually.

Keywords: Software Metrics, Maintainability, Object-OrientBdckages, Prediction Models, Software Quality

1. INTRODUCTION studied the quality attributes of such software.
Recently, many open source software systems haee al
The IEEE Standard Glossary of Software started evolving the Object-Oriented way and heihce

Engineering Terminology defines maintainability as becomes essential to investigate such software also
“The ease with which a software system or componentfrom the quality perspective.
can be modified to correct faults, to improve At the initial stages of software development, the
performance or other attributes, or adapt to a ghdn evaluation of quality parameters was carried outngu
environment” (IEEE, 1990). Software maintainabilisy ~ the later stages of the software development hfelec
an important external quality attribute that plaggs At this stage, it becomes rather difficult to makenges
primary role when the quality of software is evaach in the design. Many empirical studies that havenbee
There have been several proprietary software systemconducted in the recent past indicate that softwasign
which have evolved using the Object-Oriented metrics help in better prediction of maintainalivhen
paradigm. Plenty of research works exist which havecompared to measuring it during the later stagethef
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software development life cycle. Bansiya (2002)ltbai  design metrics in predicting maintainability wasgrsed
hierarchical model using the OO design propertied a by Misra (2005). In this study, it was found thathbthe
related those properties to high-level qualityilatties. metrics were useful in evaluating the maintaingbibf
Subsequent to this research, several design neefites  software. Later, (Zhou and Baowen, 2008) empirjcall
such as Martin metrics (Martin, 2003; Chidamber and investigated the relationships open source software
Kemerer, 1994) and MOOD metrics (Brito and Abreu, systems. Based on this investigation between 1fmules
1996) were extracted from the data sets of commlerci metrics and maintainability of 148 java softwartewas
software projects and subjected to statistical ymi@l  found that size and complexity metrics stronghated to
Some studies were performed to verify which patéicu  maintainability. Gupta and Chhabra (2012). empltjca
suite of metrics would be able to quantify a sgecif studied 18 packages from two open source software
quality attribute in the best possible way. Subsedly,  systems and found strong correlations between packa
predictive models gained popularity and thereby coupling and understand ability of a package (sis Study
researchers started building predictive models qusin g|sg suggested that coupling metrics could be used
these design metrics to evaluate the quality of ynan represent other external quality factors. Elish 1(90
software systems. As lots of open source software i explored the relationships between five packagetev
built, predictive models using data sets of opemrs®  metrics of the martin suite and the effort requited
software systems have gained significance and argngerstand a package. This study studied eighteen
particularly focusing on certain quality paramettke packages from two open source systems and found
maintainability, fault-proneness and understandgbil  gatistically significant correlation between mostthe
This research study introduces a new perspective ifyariin metrics and understandability of a package.
predicting maintainability using design metrics Dy gjigh gt al. (2011) empirically evaluated three suites of
making an er_npmcal comparison betwean two p(_)pu'arpackage-level metrics (Martin, MOOD and CK) in
OO metric suites, the Martin and CK suites. Further  , egicting the number of pre-release and post-selea
also provides indications on which particular metiite faults in packages of eclipse software. It was tbthat
would be bette_r in predicting maintainability of OO0 |hodels which are based on Martin suite had more
software. For this purpose, certain package-leesigh  , qjictive power when compared to the MOOD and CK
metrics of the Martin metrics suite were extracted g ites across various releases of eclipse. Theemurr
using the jdepend tool (Clark 19p@nd the CK suite  study that has been conducted in this study enaiyic
using the ckjm tool (Greece 2005) from all the compares the relationships between the Martin suite
versions of popular open source software appliogtio and the CK suite on maintainability.
namelyjfreechart, javageom, freemind andtreeview.

The empirical analysis that has been performed, 3. PACKAGE-LEVEL DESIGN METRICS
compares the relationships between the packaggrdesi
metrics proposed by the Martin and CK suite actbes  3.1. Martin Suite of Metrics
above four open source software systems. The ffest o . . .
the paper is organized as follows. Section 2 residve Th? matrics Pr_"posed by Martm_ (2093) V_Vh_'Ch are
related work. Section 3 defines both the Martimeti ~ USed in this empirical study are defined in thistise.
as CK suite of metrics. Section 4 describes thenope These design metrics were extracted for all the 52
source software taken for a case study. Section 5versions ofjfreechart using the jdepend toolF{g. 1)
highlights the methodology that was used in prégdgct — since its release. Further, the metrics were ebetdaat
maintainability. Section 6 gives the results. Sattv the package level as packages have now become
presents the discussion. Section 8 presents teattto  important organizational units for large applicago
validity. Section 9 gives conclusions obtained friha (Niemeyer and Knudsen, 2005).
empirical study.

2. RELATED WORK [fz[pen som}:;R Tdepend Design quality
7 k — — i
Oman and Hagemeister (1994) quantified the s \iagelea ° ol e

maintainability of a system with an Ml (Maintainktyi
Index) which was primarily a combination of diffatecode
metrics. The concept of using both the code as a®ll Fig. 1. The extraction process
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3.1.1. Concrete Classes (CC) 3.2. Chidamber and Kemerer (CK) Suite of Metrics
This captures the number of concrete classes in a The CK suite consists of six class-level metricat th

package. This metric indicates the size of software are defined in this section as follows.

3.1.2. Abstract Classes (AC) 3.2.1. Weighted Methods Per Class (WMC)

This captures the number of abstract classes (and WMC is defined as the sum of the complexities of

interfaces) in the package. This too is a metriat th 3|l the methods defined in a particular class.
indicates size. Both the above metrics (CC & AQ) ar

indicators of the extensibility of a package. 3.2.2. Coupling between Object Classes (CBO)
3.1.3. Afferent Couplings (Ca) This metric gives the number of classes coupled to
given class.

This metric provides a count of the number of other
packages that depend upon the classes within a give3.2.3. Responsefor a Class (RFC)
package. This is an indicator of the responsibitify

This metric measures the number of different
that package.

methods that can be executed when an object of that
3.1.4. Efferent Coupling (Ce) class receives a message.

This metric gives a count of the number of classes3.2.4. Depth of Inheritance Tree (DIT)
in the current package that depends on other paskag
and classes. This is an indicator of the indepece exf
that package.

3.1.5. Abstractness (A)

This metric for a package is defined as the rattitne
number of abstract classes to the total numbetaskes
in the analysed package. The range of this valuethis 3.2.6. Lack of Cohesion in Methods (LCOM)
metric is between 0 and 1, with A = 0 indicating a
completely concrete package and A = 1 indicating a

This metric provides for each class a measure of th
inheritance levels from the object hierarchy.

3.2.5. Number of Children (NOC)

This metric measures the number of immediate
descendants of the class.

This metric counts the sets of methods in a clasgsk t

completely abstract package. are not related in sharing some of the class’s. &itece
o the CK suite captures the metric values at thesdiasel,
3.1.6. Instability (1) they have been converted to the package levelkigga

This metric is defined as the ratio of efferentmiing ~ the average of all classes in a package.
(Ce) to total coupling (Ca + Ce). The range of ealéor
this metric is between 0 and 1. When | = 0, it is a 4. CASE STUDY
completely stable package and when | = 1, it is a
completely unstable package. This is an indicafdhe
package’s resilience to change.

The software systems that have been taken for a
case study argfreechart, javageom, freemind and
treeview, all of which are open source. Thfeeechart
3.1.7. Distance from the Main Sequence (D) software is a very popular charting applicationttha

This is the perpendicular distance of a packageenjoys the maximum downloads (4000 downloads per

from the idealized line A+l = 1. A package that is week). All the 52 versions dfreechart, 15 versions

squarely on the main sequence is optimally balanceoOf freemind software,. 21 Versions oflavageom
with respect to its abstractness and stability.alde Software and 18 versions dfeeview software are

packages are either completely abstract and stable taken for analysis. All these software systems are
completely concrete and unstable. The range ofeglu Popular systems among the user community. The
for this metric is between 0 to 1, with D = 0 indiing significance of this selection is that all thesé\sare

a package coincident with the main sequence and D 2vere developed using the java language. A datdset o
1 indicating a package as far as possible from thel06 versions of open source software was taken for
main sequence. statistical analysis.
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5.METHODOLOGY USED IN .
PREDICTING MAINTAINABILITY

Using the design metrics proposed by the Martin
suite as independent variables and Ml as a
dependent variable

In our case study, the maintainability of a sysiem

guantified with a Maintainability Index (Oman and
Hagemeister, 1994). Ml is a combination of differen
metrics that affect maintainability. It can be aefil as

Using the design metrics proposed by the CK suite a
independent variables and Ml as a dependent variabl
« Using the combination of both Martin and CK
metrics as independent variables and Ml as a

follows: dependent variable

In Several statistical tests like multivariate cortiela,
multivarite regression and factor analysis were
performed using the dataset in all the three phases

where, aveV is the average Halstead’s Volume perFurther, we tested the OO dataset for multi-codltg

module, aveV(g) is the average extended CyC|Om‘-ﬂicby performing a test for multi-collinearity and alFv

complexity per module, aveLOC is the average cafint (Variance Inflation Factor) test. The following sub
lines of source code per module and perCM is thesections define the different statistical testst thare

average percentage of lines of comments per moduleapplied in all the three phases of our case study.
This is a code metric which takes into account s#ve
aspects of maintainability like size, complexitydaself-
descriptiveness of the source code. The range of Mi
values are given ifTable 1. The maintainability index variables is statistically called as correlationcan also
for all the versions of the four different open smu refer to the co-variation (variation in one varihlffecting
software was measured and this was taken as theéhe variation in the other variable). The degree of
dependent variable for studying the relationships correlation between two variables is called as Emp

between design metrics and maintainability. correlation or univariate correlation and the degud
The different package design metrics (AC, CC, Ca, correlation between one variable and several other
Ce, I, A, D, WMC, RFC, DIT, NOC, CBO and LCOM) ' \5iahles can be called as multiple correlation or

were taken as the independent variables. Thesacmetr

have already been defined in Section 3. Metric déata correlation were performed to understand the imibeeof

collected from the several versions of the four rope . : T
. all the design metrics on maintainability. The deling
source software. Notably, as all these metrics were

captured at the package level, the mean value lof altests were performed to test the levels of coiolat
packages in a particular version was taken as thes 1.1. Test for Multi-Collinearity
independent variables for the study.

We know that every software system consists of both
the system packages as well as user-defined paskimge
this study, only the user-defined packages acrtbshea
versions have been considered. This would provieiar ¢
indications on how user-defined packages have bee
designed. Further, it will also provide indications
which metrics need to be taken care while desigttieg
next version of software. The study was conducted i
three phases as below:

Ml = 171-5.2 In (aveV)-0.23aveV (g)-16.2

(aveLOC) + 50 sin (sqrt (2.4perCM))

5.1. Multivariate Correlation

The degree of relationship between two or more

multivariate correlation. Both uni-variate and nmudtiate

Multi-collinearity is a statistical test that ised the
test the level of dependence or correlation amawgah
metrics. During correlation, if we find that evergriable
in correlation is depending on every other variable
r?hances of multi-collinearity is possible. This cha
detected when almost all the inter-correlationsvben
variables have a value greater than 0.9. Statistica
evidence has shown that the existence of multi-
collinearity within a dataset would never help in
providing the right prediction about the correlaso

S between design metrics and if not detected, woesailt
Table 1. Range of maintainability index

in making biased conclusions.

MI value Maintainability . .

<65 Poor 5.1.2. Variance Inflation Factor (VIF) Test

65-85 Moderate Multi-collinearity can also be detected by testthg
>85 Good variance inflation factor of all the design metriéde

2333
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tested this also and kept the VIF to a minimum by magnitudes of the partial correlation coefficierk81O

applying another multivariate statistical technigqadied values range between 0 and 1 and it is good to have

as Factor Analysis. values closer to one.

L - Bartlett’s test of sphericity is a statistical téisat is

5.2. Multivariate Regression used to test whether the correlation matrix isdamiity
Regression is the determination of statistical matrix i.e., all metric variables are perfectly redated

relationship between two or more variables. One With themselves (a value of one) and have soméd tve

variable (independent) is the cause of the behasjor ~correlation with the other metric variables. Ifyrare not

another one (dependent). When there are more an t correlated with the other items, then they can'aljgart

independent variables, the analysis concerning the®f the same factor. Researchers always look for

relationship is known as multiple correlations ahd  Significance value less than 0.05.

equation describing such relationship is calledtrees The communalities are yet another result of factor
. analysis. The communalities explain the proportdn

multiple regression equation. Regression analysis i .
P 9 q ) y variance accounted for by the common factors (or

concerneq with the _der|va_t|on. of an appropriate ‘communality’) of a variable. The communality value
mathematical expression which is derived for fimdin has a range between 0 to 1. A value of 0 means that

values of a dependent variable on the basis ofiho common factors don’t explain any variance: 1

independent variable(s). It is thus designed tarema means that the common factors explain ALL the

the relationship of a variable Y to a set of other srjance. Researchers always look for a higherevalu
variables X;, X  Xge.ooo.n. Xn.  Therefore,  ¢loser to one.

multivariate regression analysis was performed to  Therefore, we performed all the tests in each phase
examine the common effectiveness of the metrice Th that were necessary to make strong conclusions on
general form of a multivariate linear regressiondelo  predicting maintainability.
can be given by:

6. RESULTS

YiZ b aK, Tt AX, 6.1. Predicting Maintainability usng Martin Suite
yi = + o+t .+ . . .
TS AT 6.1.1. Multivariate Correlation

The inter-correlation values between the design
metrics of the Martin suite were not greater tha®00
are the parameters to be estimatgds the dependent Except for the concrete classes, all the othericselrad
variable to be predicted; is the actual value of the significant influence on maintainability.
dependent variable arelis the error in the prediction 6.1.2. Multivari ;

: ; . . .6.1.2. Multivariate Regression
of the i case. We used stepwise regression to build 9
the model. The regression model fetched a multiple correlation
. coefficient of 0.787. The value ofRvas 0.620 and also
5.3. Factor Analysis significant at the 99% level. The f values weredligh.
This is a multivariate statistical technique that i

used if multi-collinearity exists within the datats If
multi-collinearity is left undetected within a daset, MI = 55.855-13.678 (D)-2.577 (Ca)-0.154 (CC) +
biased conclusions can be made while making a few 0.978 (Ce) - (1)
predictions. We performed regression after obtainin

the factor scores as a result of factor analysietdt  6.1.3. Factor Analysis

scores are a set of values that are generated tiem Since the efferent coupling of the Martin suite had

original data set. Regression is later performethwi 5 \/|E of 6.946 (not a desired range), we performed
factor scores as the independent variables andsNhe  5ctor analysis on the data set and then later

dependent variable. There are two important pararset performed regression using the factor scores obthin
of factor analysis. The KMO measure of sampling from factor analysis. The Martin metrics gave a KMO
adequacy is used to compare the magnitudes of thealue of 0.592. The Bartlett's test of sphericitglue
observed correlation coefficients in relation toeth was less than 0.01.

Where,xil,...,xik are the independent variables,... a

Fitted Regression Line:
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6.2. Predicting Maintainability using CK Suite
6.2.1. Multivariate Correlation

As with the Martin suite, all the inter-correlation
values had no multi-collinearity i.e., all the celation
values are not >.9. The variance inflation factasw
also checked to detect the presence of multi-cedliity
within the dataset. It clearly showed that out of s
metrics, two metrics namely WMC and CBO have
significant correlation with Ml at 99% level. The
LCOM metric is also significant at 95% level. WMC
was positively contributing towards maintainability
CBO showed a negative correlation.

6.2.2. Multivariate Regression

The NOC metric became a removed variable from the
regression analysis as it did not contribute sigaiftly
on MI. The coefficient of determination R-squareswa

ter Science 10):(2330.2338, 2014

metrics of the CK suite are showing significant
correlation with MI. The DIT metric(Martin suiteNOC
metric and RFC metric(CK suite) did not show any
impact on MI.

6.3.2. Multivariate Regression

Stepwise regression was performed with the
combination of the Martin suite and CK suite. Werfd
that the distance metric of the Martin suite asptimary
contributor influencing MI. The CBO, WMC and RFC
metrics of the CK suite are secondary indicatorse T
abstractness metric of the Martin suite is sigaifiity

influencing MI.
6.3.3. Factor Analysis

The regression with factor scores gave anff0.511
i.e., the variables explain 51.1% of the variamc#ii.

found to be 0.471. The R square value was also

significant at 99% level.
Fitted regression line:

MI = 42.007-1.181(CBO) + 0.437(RFC) -(2)

6.2.3. Factor Analysis

As done with the Martin metrics suite, factor asaly
was performed on the CK metrics data set to reraoye
levels of multi-collinearity. The results of factanalysis
and factor scores regression were as follows:

The KMO value is just 0.465 which is less than what
was obtained with the Martin metrics suite

The communalities value of the DIT metric was at
0.480 whereas in the Martin metrics suite, all the
variables had a very high communality value

There are two factors that have been formed b
factor analysis that explains 82% of the total
variance which is less than the Martin metricsesuit
which obtained 92%

The regression performed after factor scores
obtained through factor analysis yields af &
0.242 which is very less when compared to the
Martin suite which gave an’Rf 0.463

6.3. Predicting Maintainability using Martin
and CK Suite
6.3.1. Multivariate Correlation

The following were the inferences from the analysis
Six metrics out of seven of the Martin suite ande¢h

////4 Science Publications 2335

7. DISCUSSION

7.1. Predicting Maintainability usng Martin Suite
7.1.1. Multivariate Correlation

Since the inter-correlation values between the
design metrics of the Martin suite were not greater
than 0.9, this indicates that there is no big multi
collinearity in the dataset.

7.1.2. Multivariate Regression

As the predicted values were obtained as a linear
combination of the distance metric, afferent cougdi,
concrete classes and efferent couplings, the doiexft
value of 0.787 indicates that the relationship leetw
maintainability and the four independent variabtds
the Martin suite is quite strong and positive. The
coefficient of determination R-square measures the
goodness of fit of the estimated Sample Regression
Plane (SRP) in terms of the proportion of the \@ia
in the dependent variable explained by the fittmiohgle
regression equation. Thus, the value of R square is
0.620 simply means that about 62% of the variaiion
maintainability is explained by the estimated SRRt t
uses distance, afferent coupling, concrete classels
efferent coupling as independent variables.

7.1.3. Factor Analysis

The KMO value of 0.592 is good. The Bartlett’'s test
is less than 0.01 i.e., i.e., .000 which is vergpgjand is
a test which indicates that factor analysis can be

JCS
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continued further. It was also noticed that all khartin
design metrics showed a high communality value twhic
provides us a fact that most of the variance in the
dataset have been explained by the factors. Thisrig
positive and good.

7.2. Predicting Maintainability using CK Suite
7.2.1. Multivariate Correlation

The WMC had a positive influence on the
maintainability i.e., when the weighted methods #&or
class increases, maintainability also increases;hwis
a surprising result. Literature shows that high WMC
results in high complexity which in turn reduces
maintainability and a low WMC always helps in
reusability, testing and more importantly bettering
maintainability levels. CBO showed a negative
correlation i.e., when CBO decreases the
maintainability increases and vice versa. RFC also
showed a significant negative influence on
maintainability. LCOM shows a positive correlation
i.e., when the levels of method cohesion in a class
increases, maintainability increases and vice versa
There is past literature which justifies the fabatt

when higher levels of LCOM exists within a class, i

results in a fault or error.

7.2.2. Multivariate Regression

The R value explains about 47.1% of the variation ,

in maintainability that uses CBO and RFC as

independent variables. The R square value was also

significant at 99% level. The other metrics were

removed by the regression model. Though both the
metrics CBO and RFC are significant at the 99%lleve

the F values are not very high.

7.2.3. Factor Analysis

The F-values that were obtained by the CK suiteewer
much lower than the F-values of the Martin suite,i.

The Ralso seems to be lower in the case of the CK suiteS

when compared with the Martin suite.

7.3. Predicting Maintainability using Martin
and CK suite

7.3.1. Multivariate Correlation

7.3.2. Multivariate Regression

The following conclusions can be made after
performing multivariate regression analysis:

The distance metric is the balance between
abstractness and instability which is giving a
negative influence on MI. Previous literature has
shown that as and when packages have a high
distance value, maintainability becomes difficult.
When packages stay within the main sequence, it
is good for maintainability purposes (Martin,
2003). Abstractness talks about the number of
abstract classes when compared to the concrete
classes in a package Instability is the ratio of
efferent coupling to total coupling (efferent
coupling + afferent coupling). This negative
influence indicates that coupling has a negative
influence on Ml

The CBO metric of the CK suite is the next
important predictor which again indicates that any
sort of coupling is detrimental in bringing dowreth
values of MI. To add, it again gives a negative
influence on MI

The WMC metric delivers a negative influence i.e.,
when the weighted complexity of methods in a class
increases, the MI would decrease. It is advised to
reduce the complexity of the methods in a class

The RFC metric and the Abstractness metric are
giving positive influences. This gives us another
indication that when the count of abstract classes
are higher when compared to the concrete classes,
this stands as a good sign in increasing the MI. It
is advised to use more abstract classes in package
design

The model generated is able to give a predictive
accuracy of 0.667% i.e., the model is able to erpla
66.7% of the variance in Ml. The F values are also
ignificant and higher when compared to the F \ahfe
Martin and CK suite.

7.3.3. Factor Analysis

Stepwise multiple regression was done with the four
factor scores generated after applying factor aimly

There is no multi-collinearity in the OO dataset The factor scores were taken as the independeiatoler
taken for analysis. Therefore, the conclusions madeand the Ml was taken as the dependent variable. The

are valid conclusions.
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JCS



K.G., Madhwaraj / Journal of Computer Science 10:(2330.2338, 2014

Table 2. Summary of comparative study

Statistic Martin suite

CK suite

Martin and CK suite

Correlation with Ml Six out of seven metrics are
highly influencing M.
All the six metrics were
significant at 99% level

highly influencing MI. Two
metrics are significant a
99%level and one metric

Six metrics of Martiitesu
and three metrics of CK
suite highly

igniicant with MI.

ré@é out of Six metrics are

significant at 95% level.

Goodness of fit (B 62 47.1 66.7

after regression in %

F values (ANOVA) High values Less when compared to

after regression Martin suite High values

Variance Inflation
Factor after regression

Efferent coupling had a
VIF of 6.946; Other

KMO measure of 0.592
sampling adequacy

Bartlett's test of

sphericity (sig value) 0.000

Communality values All metrics have communality

values closer to one

Other metrics have values
closer to one

Cumulative % of

variance explained 92.715
after factor analysis
Goodness of Fit (B 45.6

after factor scores
regression in %

F values (ANOVA) after
factor scores regression

Higher than CK suite and
Martin and CK suite

Three metrics of CK suite
had higher VIF when
compared to two metrics
of Martin suite
0.545

Two nextrhad a low VIF
metgiee a less VIF

0.465

0.000
DhEtric has a low
communality value of 0.480;

0.000
DIT metric had a
ommunality value of
0.709; All other mstric
had communality values

82.576 88.360
24.2 51.1
$@ghen compared to Not very high

Maatid CK suite

8. THREATSTO VALIDITY

The design metrics of the Martin suite which were

9. CONCLUSION

We have made an attempt to investigate two popular

used as independent variables in this study wereOO metric suites on the maintainability of four npe

extracted from the source code of different versioh
open source software. Therefore, the design infooma
that was extracted is the current design infornmatind
not the original design information i.e., signifitare
factorings or design changes could have been dotiet
different versions. The various statistical anayshich
were done with the different design metrics canmet
taken as final indicators for predicting maintaitigh
We only took four software applications, tffecechart,
freemind, treeview and javageom and their several
releases right from their evolution. In order tot ge
meaningful conclusions, more such empirical vaiafet
need to be performed in future on different opemrc®
data sets. This would further validate the claiat #hfew
metrics in the Martin and CK suites are helpful in
predicting maintainability.

////4 Science Publications
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source software systems. Zhou and Baowen (2008dfou
that size and complexity metrics as primary indicst
coupling and cohesion metrics as secondary indiedito
predicting maintainability. We found on the conyrathe
Abstractness metric of the Martin suite as a prymar
indicator for predicting maintainability. The sedamny
indicators are the coupling metrics (both Ca and Ce
which have a negative influence on maintainabitityd
the tertiary indicators being the complexity medric
Before the next version of open source software is
released, the designers are advised to increasautheer
of abstract classes when compared to concreteeslass
while deigning user-defined packages.

We also found Martin metrics as a better suite of
metrics than the CK suite while predicting the
maintainability of four open source software. This
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