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ABSTRACT

Bilateral filter and Total variation image denoigiare widely used in image denoising. In low noisy
level, bilateral filtering is better than TV denioig for it reveals better SNR and sharper edgesvaver,

in high noisy level, TV denoising outperforms bdgl filtering in terms of SNR and more detailshoh
edges. It is very difficult to perform denoising afvery noisy image for the resulted image rarely
improves its SNR comparing to the original noisyeoEven though Total variation image denoising
could be used for a very noisy image, the resuiBidR still needs some improvement. In this research,
the K-means-based Bilateral-TV denoising (K-BiT\fpaoach using pixel-wise bilateral filtering and
TV denoising has been derived based on the gradi@gnitude calculation of the guideline map using
K-means clusters. The denoising result of K-BiTVswdepended on the level of noise density and the
appropriate cluster. The experimental result shotliatlcomparing to the conventional TV denoising an
bilateral filter, K-BiTV gave the higher SNRs foorae images with higher level of noise density.
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1. INTRODUCTION 600 = j_e.(x-u>2,zgz O
o2

One of the most common topics in image processing
is image denoising. Many researches about imag&yhere,u is the average noise intensityjs the standard
denoising were concerned with Gaussian noise
reduction. Gaussian noise could be interferench thi¢
image Qata for it was frequen.tly happened in t,henormalize term used to adjust the Gaussian noteetie
malfunctioned sensors of typical cameras while . si20?
photographing. The Gaussian noise could be gewerall normal standardE.l e'(x"’) ]
expressed by the following Equation 1: ON 27T d o0

Corresponding Author: Danu Wiroteurairuangrhe Electrical Engineering Graduate Program, FaaflEngineering,
Mahanakorn University of Technology, Thailand

deviation of the noise intensity andlizis the
O~ 2TT

=1

////4 Science Publications 2608 JCS



Danu Wiroteurairuangt al. / Journal of Computer Science 10 (12): 2608.28084

The distribution of Gaussian function Fig. 1 is
relevant to all directions beginning from and 68
percentage of distribution was confined to theanged
between g and +o so thatG(x) of this position is about
0.607
o2
distributed into dark and bright intensities of tineage
pixels which preserves the brightness of the imlage
not the continuation of the gray intensity. Thensig
indicates the amount of noise in the image. Gelyeral
the model for additive noise is defined by Equafon

. The Gaussian noise in the image is equally

g(x.y) = f(xy)+n7(x,y) (2)
where,n (X, y) is the noise (additive zero mean Gaussian
noise) added to the imagé¢x, y).

Such additive noise reduces the quality of the enag
In order to measure the quality of the image, we ca
calculate for the signal interference by Equation 3

E= Zflz(x‘y)
(x.y)

®3)

And the square of noisy image summation is defined

by Equation 4:

S=>g%(xy)

(%)

(4)

Therefore, the Signal to Noise Ratio (SNR) of the
noisy image is expressed by Equation 5:

NR=

®)

0.07

The discretion of gray intensities in the imagehwit
Gaussian noise may be alleviated by using noise
filtering. Simple solutions including linear filleisuch as
median filter illustrated by Guichard and Morel (49,
Weiner filter and Gabor filter applied by Lindenipaet
al. (1994) could remove some noise but fail to preserv
the edges and fine details of the image. Nonlinear
filtering are alternate methods and being focusgd b
many researchers. Nonlinear diffusion equation was
applied to denoising problem by Alvarez al. (1992).
Weiner filter was used to restore the image distbity
systems with noisy point spread functions by Guath a
Ward (1989). However; nonlinear filtering suffersrh
more computation time and some blurring of fineadst
or non sharp edges in the image.

Recently, the methods used in Gaussian denoising
of the image are mostly involved with non-linear
filtering. There were some research studies on non
linear filtering methods in spatial domain includin
bilateral filtering (Tomasi and Manduchi, 1998),
anisotropic filtering model (Perona and Malik, 1990
total variation model (Rudiret al., 1992), non local
means algorithm (Buadegt al., 2005) and wavelet
denoising (Coifman and Donoho, 1995; Donoho, 1995).

Notice that bilateral filter and total variation age
denoising are widely used in image denoising. W lo
noisy level, bilateral filtering is better than Tdénoising
for it reveals better SNR and sharper edges. Honwéave
high noisy level, TV denoising outperforms bilatera
filtering in terms of SNR and more details of nalges.

It is very difficult to perform denoising of a venoisy
image since the resulted image rarely improveSN&
comparing to the original noisy one. Eventhoughal ot
variation image denoising can be used for a veigyno
image, still the resulted SNR is needed to be invgao
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Fig. 1. Gaussian function
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Therefore, in this research, the hybrid method is
derived by encompassing two genuine methods:-
Bilateral filtering and Total variation methods &tlger
with K-means clustering algorithm in order to impeo © o
the denoising output resulted from a very noisygema  k,(x)= | j'c(?,ijdé (7)
This hybrid method was tested and compared with its B
genuine parent methods-bilateral filtering and Tota
variation image denoising method in order to examin
the denoising improvement on SNR. The comparison
result revealed that the proposed method is thet mos d[é,i)
effective method in denoising comparing to bilateurad d g, g):(l/\/z_ﬂ)_ exg — L
TV denoising method, which could be noticed by its 2
SNR, which is the highest among those images vigth h
level of noise density (SD>50).

The rest of this study was organized as followse Th
next section begins with an introduction to theaids
Bilateral filtering and TV denoising based on Euler d(é,ij:d(?—ij:d“é—%‘ 9
Lagrange equations. The general idea of K-means
clustering was also described in this sectionektion 3,

nearby pixels of ék,(x)is used to normalize the
convolution result as the following Equation 7:

Where Equation 8:

2

(8)

gy

And Equation 9:

the proposed algorithm for K-BiTV is presented lhse Is the Euclidean distance between nearby pixels of
on the gradient magnitude of the K-means mapped¢ and the center pixel of the mask.
clusters. Then the experimental result was predeinte The range filter is the second characteristic of

section 4. Finally, the research summary and d&8ens  pjjateral filter. It measures the similarity of gratensity
were presented in section 5 and 6, respectively. _ _ )
between the center pixek) and the nearby pixels of.

2. METHODS It could be expressed as follows Equation 10:

2.1. Bilateral Filter h(x) = kf_l(;().'.:o.[:o f (3)5[ f (g)f [;(D & (10)
Bilateral filtering proposed by Tomasi and Manduchi

(1998) was meant to filtering noise without blugithe
edges of the image. It encompasses the ideas cdidom Where,s(f(é),f{in is the function used for measuring
and range filtering in order to selectively filtpixels
with similar intensities by finding its averagesensity.
Pixels with different intensities from the centexgd
were less significant (less weight) in the compatat In this case, the weighted average is applied by
than those piXG'S with similar intensities to thenter assigning h|gher Weight on pixe|s with similar My
pixel. The process of noise filtering by selectigels  to the center pixel and lower weight on those ixaht
with similar intensities to the center pixel as t®nter  could not meet the similarity condition. The fuocti
pixel is being denoised could be reference to gviemal | ;seq to make the normal standard in range filteiing
averaging of gray intensities which still presereeiges.  yafined by Equation 11:
The bilateral filter is consisted of both domairdaange
filtering. The domain filter is described by Equati6: © o

(J=L1r(ER{ () (o2 =
where, Equation 12:

the similarity of gray intensity betwee Ej andf (xj .

h()k)= Gt (gjc(g,xjdg (6)
where,h(i) is the output from low frequency domain ) )
- _ N A [ {1(# ()
filtering that applied to the input mage(gj,c({,x) is S[f(f),f[xn{}/\/%)exp N R— (12)
used to measure the likeliness of the center @irdlthe
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And the pixels similarity is measured by Euclidean  This equation could be transformed into Tikhonov

distance using the following Equation 13: denoising form (Engkt al., 1996; Baumeister, 1987) as
Equation 18:

5(a.B)=5(x=B)=|a-4l (13)
Ju=2{f, ATV (u) (18)

The range filter prevents blurring since it selemtfy

pixels with similar intensity to for computing aage. . .
However, in order to reduce noise and preserve theWhere"1 is a denoising parameter.

sharpness of the image, neither range filter nonaio However, according to Equation}6y| could not be

filter could obtain the desired properties. Therefo zero. Therefore, a small constghis added to fix such
bilateral filter integrates the domain and randier$ by problem Equation 19:
using convolution equation as follows Equation 14:

GBI (S (e 9
Finally, the Euler-Lagrange form of Equationl8 is

And Equation 15: given as Equation 20 by:

(x)=107 (&)l &x)s{ () 1) o (15) u:z+;div{ﬁJ (20)

TV (u) = [{[ouf + By (19)

where,c(;‘,ij and s(f(é),f[i)j are domain and range Within Q and Equation 21:

filters, respectively. ou
Bilateral filter could be used to reduce Gaussiisa ;:0 (21)
and prevent blurring of the edges by the inherited .
domain filter and range filter. onao.
2.2. TV Denoising This Euler-Lagrange could be discretized and solved

simply by using iterative method.

Although conventional iterated TV denoising is not
popular and considered to be inactive comparingther
techniques, it is useful in this research for itildobe
integrated with bilateral filtering using pixel-wais
fashion. Moreover, K-means clustering is applied in
order to improve the denoising performance as fedea
by the experimental result.

Total Variation (TV) is the quantity that used to
determine the fluctuation of the image components.
Since typical noises usually increase TV of thegea
Total Variation Minimization problem proposed by
Rudin and Oscher (1994) meant to smooth-out thgéma
components; which is very useful for image restorat
The idea of Total Variation can be simply addredsgd
the following Equation 16:

2.3. K-Means Clustering
TV (u) ='ﬂlilu\dxdy (16) ]
In K-means clustering, the number of clustered

Which tries to measure the accumulation of varied 9r°4PS s needed to. be specified before clustenizat
discontinuities within the image Then the algorithm will randomly select_ each cgnhfga

Total variation is usually applied in order to mst for every K groups. After that the Euclld(_aan dismis
the imageu using denoising model from Rudin and applied to each instance in order to find the dbse

Osher, (1994) as Equation 17: distance to the center data and allocate it tspeeified
group. Finally, the instances of each group will be

minj\mu\zdxdy SIHU_ZZHZUZ (17) included in the mean calculation for the new cedtga
e before finding the new members using Euclidean

distance again. The process keeps repeating hetiéw
Wherez is the noisy image with the domadh reinitialized center data is identical to the poas one.
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The idea of K-means clustering algorithm was fotynal
described by Krishna and Murty (1999) as the foltayw
Let {x, i = 1, 2...,n} be the set ofh patterns. Lek;
denotes'}th features ok;. Define fori =1, 2, ...,nandk =
1, 2, 3... kand Equation 22:
={l,if i"belongs tok"cluster . 22)
k 0,0therwise.

Then the matrixw = [w;] has the property that
Equation 23:

(23)

K
Z\Nij=1
j=1

wherew; {0, 1}and, let the centroid of thi" cluster be
Ck = {Ck ..., Cajthen Equation 24;

o = PRSI
n
Zi:lvvik

The within-cluster variation of the&™ cluster is
expressed by Equation 25:

(24)

s¥w) = (25)

n
i=

d
lv"ik;l(ﬁj—%)z

And the total within-cluster variation is defineg b
Equation 26:

n

s(w)= ki_lsk = ngwikji(&j-% y

= i=1

(26)

The objective is to findw" =[w, | which minimizes
S(W) as described by Equation 27:

s(w') = min{s(w)} (27)

K-means clustering algorithm originally proposed by

MacQueen (1967) is considered to be a statiséchhique
which is simple but effective for data clustering.

3. THE PROPOSED ALGORITHM

Although, total variation image denoising and
bilateral filtering are both considered being noehr
filtering method, they carry out some different uks
according to Danda and McGraw (2007). Bilateral
filtering tends to lowering the gray intensity obm
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edges region in the image but sharpening the edges
significantly. However, the non edges intensities a
more sustainable using TV denoising but the texture
may be blurred by it.

Accordingly, bilateral filtering and TV denoising
should be synchronized in order to keep sharp edges
and more details of textures. The synchronizing
mechanism in this scenario is concerned with the
median gradient magnitude of the image, which edus
to verify the gradient magnitude of the instanceepi
whether to apply bilateral filtering or TV denoigin
method. If the gradient magnitude of the instanicelp
is bigger than the mean gradient magnitude of the
image, this pixel should be on the strong edge and
bilateral filtering will be applied in order to abh
significant denoising on the edge. Otherwise, thelp
should more likely be included in the weak edge or
texture area and TV denoising will be chosen to
denoise the surrounding pixels of the edges.

However, it is not necessary for a non strong ddge
be considered as a texture or weak edge but iddoell
something else. It is very difficult to directly mi@sing
the image based on the proposed gradient magnide
bilateral-TV since there are various pixel inteiest
including Gaussian noise. Generally, to correctly
cluster the texture pixels and non texture pixdishe
image requires a lot of computation and the resay
not be perfectly satisfied. The more feasible
justification of texture pixels leads to more etfee
TV denoising in Bi-TV method.

Woong and Thomas (2007) used K-means cluster
(edge map) for denoising using diffusion equation
derived from Perona-Malik's model since the pixel
intensities of the clustered image in homogeneous
regions, without image features, change smoothly, b
not for the edge region of the real image which
changes rapidly. According to Kim, filtering edgeam
produces better result than applying filtering to a
image directly. However, also in this research, K-
means clustering is used to cluster pixels of thisyn
image but not used for real denoising. Each clester
image resulted from K-means algorithm was
effectively used as a mapping guideline for gratiien
maghnitude calculation but not for real denoisingrev
though it shares a common beneficial to the edge ma
in Kim’s work. The mean gradient magnitude of each
cluster image is computed and used to classify the
instance pixel of the clustered image whether & r
instance pixel of the noisy image could be denolsed
bilateral filtering or TV denoising. If the gradien
magnitude of the instance pixel is lower or equal t
the mean gradient magnitude of the cluster imade, T

JCS
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denoising should be applied. Otherwise, bilateral
filtering should be used. Notice that the real deimg
is only applied to the noisy image whereas theteted
image is used for calculation of gradient magnitoilg.

Let Io(i,j) be the noisy image of MxN pixelsglkM,
1<j<N) where K = total number of clustergyi = i"
cluster ofMxN pixels. For simplicity, leM = N for the

domain@=(o,M)2. The boundary pixels offy could be
defined as follows:

lofoi) = Loy loma i) = gw-)! g p=ogiiy:
loim) = oim-9 qog =L gap! pon) =1 pw-)
lom 0 = Lqm-14-Tom m) = om-m-y

Notice that c A < 1,h = 1M, ¢ — 0, n = number of
iteration used in iterative TV denoising and theoining
notations were defined as follows:

X £y, = -
A%y = (U|+1J U.j)vA Ui,j—i(ui,jﬂ Ui.j)v

X
A U

+(Ui+1,j ‘Ui,j) A =(ui,j+1_ui,j)
Ay =

Let Q = bilateral filter mark with center position st
f. range kernel, gs spatial kernel andW,

normalization term =Y f, (HyQ ‘VLJH)X gS(HxQ -X; H) The
xQEQ

algorithm of K-BiTV is described as follows:
Algorithm K-BiTV

L)W, W, Wy,... W — Kmeans(l )
2) fors=1tokdo
3)‘/’ - HDWSH
4) I'— Median(p)
5) forl =1 toM do
6) forj = 1toN do
a))VSHlo
b) & [Oy|
c)ifo<I' do

d) VQle) e 2

s 2/]h2(yn('+1' Vga,j))x

1
\/52 + (A+Xys(i,1) /h)2 + (Ayys(i,j) / h)2

(yn(lJ) yn-ll))

////4 Science Publications 2613

1
e+ (87 ) (07 1)
2/1h2(w("+1 V]('”)
1
\/52 (8% 1) (g 10)
(Vnon AR
1

\/g2 +(Asz(i,j—1) / h)2 +(A_yys(i ! h)2
e) else do

23 oo

Vs(i.j)

(7) PickAs where SNRXs) = max (SNR X1 <))

K-means clusters contain both texture and non
texture pixels. The cluster which mostly contaiesttire
pixels was benefitted by TV denoising rather than
bilateral filtering. On the other hand, the clustenich
contains mostly non texture pixels would be betesfit
by bilateral filtering. Finally, the best denoisimgsult
implies the characteristic of the noisy image andill
be discussed later in section 4.

4. RESULT AND DISCUSSION

The original samples used in this research were 4
gray scale images with the same size of 256x256Iix
before being added with zero-mean Gaussian noise SD
20,50,80 and 120, respectively for creating 4 noisy
imagesFig. 2-5 revealed the noisy images with SD=120
(a), the corresponding cluster for K-BiTV (b) arfiet
denoised results obtained from BiTV(c), TV(d), K-
BiTV(e) and bilateral filter(f).

More experiment was conducted on higher SD values
and it was assured that the more SD values, the mor
performance gap of K-BiTV comparing to TV denoising
and bilateral has been found. Notice thatable 1, %TV
and %Bilateral indicates the percentage used for TV
denoising and bilateral filtering of the denoisedages
applied by BiTV and K-BiTV. In this research, albigy
images have more percentages of bilateral filtethan
those of TV denoising for BiTV and K-BiTV methodatb
TV denoising and bilateral filtering ratios of BiTkéss
vulnerable than that of K-BiTV.

JCS
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Table 1. Performance comparison of denoising methods (Tgtebal, BiTV and K-BiTV)

Noisy
Image vV Bilateral BiTV K-BiTV
SD SNR SNR SNR SNR % TV~ %oBilateral SNR YTV %o Bilateral
20 16.47 17.84 20.06 19.49 17.37 82.63 17.32 29.50 70.50
Baboon 50 8.54 15.64 12.91 12.67 15.89 84.11 15.93 33.50 66.50
80 4.462 13.18 6.91 6.875 15.53 84.47 14.85 39.02 60.98
120 0.8924 10.08 2.143 2.204 15.40 84.60 13.11 33.20 66.80
20 16.54 20.49 22.26 21.98 16.33 83.67 19.66 37.98 62.02
Camera man 50 8.578 16.94 13.13 12.94 15.72 84.28 17.62 37.24 62.76
80 4.522 13.76 6.885 6.879 15.29 84.71 15.84 39.17 60.83
120 0.9777 10.31 2.203 2.276 15.36 84.04 13.47 34.69 65.31
20 15.08 19.95 20.76 20.51 17.35 82.65 18.99 42.28 57.72
Brain 50 7.166 15.40 11.19 11.06 15.97 84.03 15.88 38.41 61.59
30 3.035 12.09 5.161 5.188 15.75 84.25 13.85 34.44 063.506
120 -0.4644  8.753 0.6872 0.7609 15.55 84.45 11.61 30.09 69.91
20 16.14 19.17 21.46 21.14 17.00 83.00 19.07 40.95 59.05
Lena 50 8.096 16.15 12.24 12.07 15.78 84.22 16.65 39.38 60.62
80 4.064 13.20 6.266 6.276 15.71 84.29 14.81 37.51 62.49
120 0.552 9.889 1.741 1.806 15.42 84.58 12.60 32.06 67.94

Fig. 2. (a) Noisy camera man (SD = 80) (b) The cluster lseld-BiTV (c) Denoised image from BiTV (d) Denogsanage from TVD
(e) Denoised image from K-BiTV (f)

(.
g
*
£
H
[ 4

®) ' ©
Fig. 3. (a) Noisy Lena (SD = 80) (b) The cluster used bBiKY (c) Denoised image from BiTV (d) Denoised ineafjom TVD (e)
Denoised image from K-BiTV (f) Denoised image froitateral filter
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(b)

Fig. 4. (a) Noisy Baboon (SD = 80) (b) The cluster usedKiBiTV (c) Denoised image from BiTV (d) Denoisedage from TVD (e)
Denoised image from K-BiTV (f) Denoised image froitateral filter.

Fig. 5. (a) Noisy Brain (SD = 80) (b) The cluster used bRV (c) Denoised image from BiTV (d) Denoised igaafrom TVD (e)
Denoised image from K-BiTV (f) Denoised image
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According toFig. 6 and 7 for noisy images with  than 6 for all images used in this research didhaste
Gaussian noise SD between 20 and 50, K-BiTV’'s many distinguished levels of gray intensities. Tuse
performance was almost as good as TV denoising andf K-means clusters as a guiding map for gradient
inferior to bilateral filtering in the begining. €hbest  magnitude calculation could deliver more effective
denoising results for noisy images with SD betw88n  denoising than directly applying gradient calcudatbn
and 50 were obtained from bilateral filtering which the noisy image before performing real denoising fo
represented by camera man, brain, Lena and baboorgach pixel of the original noisy image. The K-means
correspondingly. On the other hand, the best dempis cluster that gave the best denoising result for iKW
results for very noisy images with SD more thann&de was considered to have more probability to include
the output images from K-BiTV which were found in more contiguous intensity of sharp edges of thgiai
camera man, baboon, brain and Lena, respectivéligz. T noisy image in correspondence with the black pixdls
revealed the superior performance of K-BiTV to tileer the cluster image. Therefore, the better mapping of
methods mentioned above according to this criteria. contiguous intensity of sharp edges of the original

The number of total clusters in K-means could beimage in the cluster could help improving the
any number but the best denoising result was naemo performance of the BiTV.

2

53

o

th

4 K-BiTV X — 4% K-BiTV

200 -—-—— Bilateral | 20 \\ rrrrrrrrrrr Bilateral
% 15 \%T = 15
= p TR B
z \\ =
= N )
% 10 . - 10 5
_; 5 \ _2 S

0 0

-5 i . L -5 ; ) .

0 50 100 150 200 0 50 100 150 200
Gaussian noise SD baboon) Gaussian noise SD (camera man)

Fig. 6. SNR of various Gaussian noise SD obtained from RvBibilateral and TV minimization. Left: Resultedraésing SNRs on
noisy baboon image. Right: Resulted denoising SHiRsoisy camera man image

25 25

— 4 K-BiTV — 4 KBiTV

20 v | Bilateral || 20 -~ Bilateral

10

h
8

Denoised image SNR (dB)
Denoised image SNR (dB)

'
th
N

0 50 100 150 200 0 50 100 150 200

(Gaussian noise SD rain) (Gaussian noise SD Lena)

Fig. 7. SNR of various Gaussian noise SD obtained fromiR/Bbilateral and TV minimization. Left: Resulte@nmbising SNRs on
noisy brain image. Right: Resulted denoising SNRaisy Lena image
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5. CONCLUSION

K-BiTV method could remove more noises in very
noisy image effectively.The noisy image needed tnot
be denoised before clustering. BiTV was signifitant
improved by K-means clustering for K-BiTV could
remove more noises in very noisy image with SD eslu
of 50, 80 and 120 according fable 1. Fig. 6 and 7
revealed that with SD=50 to 120, K-BiTV was superio
to TV denoising, bilateral filtering and BiTV.

According to this scenario, iterative TV was brough
up into active again in this research. Althoughs thi
iterated TV method alone may introduce some inlgsib
asymmetric results, bilateral filtering could hdlging
such effect which led to a good denoising resulteny
noisy images. Moreover, it is worth for further dying
of alternate clustering techniques to be applisteid of
K-means for a better result.
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