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ABSTRACT

Retrieving learning material from the internet iedious process that has begged for a solutidifteo out

of the cluster of data and irrelevant material lw internet and deliver material that is relevara specific
user. The Hybrid Search and Delivery of Learningedts (HSDLO) system, put forward in this study,
facilitates the personalized search and deliverguath learning material from the internet. The eyst
combines a number of mechanisms to perform thisywed-based search, concdpsed search and
personalization. The keyword-and concept-basedcBearethods are responsible for establishing the
relevance of each learning material retrieved ftbenweb. The system presented in this study buifsim
work done in the previous iteration by additionahdtionality; further decoupling the subsystems to
improve modularity; perfection of the personalizatisubsystem; and a redesign of the user intettaee
simpler form with Web2.0 sensibilities. Additiongll the personalization subsystem is substantially
extended, allowing for a learner to have a pradditéive within the system during a session in whiehor
she is logged in and following a search, for thefife to be adapted and stored in memory for subset
sessions. This functionality has been tested aockssfully evaluated.

Keywords: Retrieving Learningiybrid SearchDelivery of Learning Objects

1. INTRODUCTION 1.2. Scope of the System
The system presented in this study builds upon work A user (learner) can create a personal profile
done in the previous iteration of HSDLO (Biletsldyal., containing his/her attributes and the weights aaldies

2012) by additional functionality; further decoumgithe assigned to them.

subsystems to improve modularity; perfection of the  This profile resides within the Personalization

personalization subsystem; and a redesign of tlee us subsystem and stored as an XML file in the “users”

interface to a simpler form with Web2.0 sensitabti directory. Whenever a registered user logs into the
The need for a mechanism to deliver learning nateri system, their respective user profile data is |daitho

from the internet-material that matches the petsonamemory where it remains as subsequent actions are

attributes and preferences of a learner-has ledhéo  performed on the system during the session.

development of a software system that makes thstie. The system contains a set of rules for comparing
. profile attributes to LOM attributes. The user mester
1.1. Overview desired search keyword (s) triggering the system to
The HSDLO system allows a learner (user) to createSearch for corresponding learning objects.
a profile detailing their personal interests and ra After running the search, the system processes the

personalized search to find Learning Objects (L®) b learning objects and returns the most relevant tmése
comparing values of corresponding attributes in theuser. The system must provide access to the learnin
learner profile and Learning Object Metadata (LOM), objects selected by the user and based on whichirga
taking into consideration the degree of relevanceobjects are selected, make necessary adjustmetite to
assigned to each attribute in the learner profile. learner profile to reflect the choices, allowing throfile
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to be updated every time a user runs a search. ihis
achieved by altering the XML file that corresponashe
profile of the user who is currently logged in.

There should be a simple graphical interface-
consisting of a text fields, text areas and buttoough
which the user can interact with the system.

1.3. Objectives

The objectives of this project are to fully implamhe
the personalization subsystem; allowing for ther use
create a profile that is saved in memory; enaltlieguser
profile to be active while the user is logged imda
enabling the user profile to be written to memoitgrait
has been adapted following a search. The useffaneer
will also be designed to maximize simplicity ancdeaf
use.

1.4. Definitions, Acronyms and Abbreviations

LO = Learning object
LOM = Learning object metadata
LOR = Learning object repository

HSDLO = Hybrid search and delivery of learning atge

2. DESCRIPTION OF PRE-EXISTING
SYSTEM

The pre-existing HSDLO system (Biletskat al.,
2012) combines keyword-based and concept-base
search to establish the relevance of each leamidject
to the query triggered by the user. The personaiza
subsystem incorporates a set of rules that goveen t
comparison of the user profile attributes to LOM

rnal offfmuter Science 10 (6): 906-924, 2014

attributes. The relevance of each search result is
calculated based on a comparison of the learnar)(us
profile and LO descriptions. This comparison isdzhen

the values assigned to parameters of the learmditepr
attributes of the LO descriptions and the priodfythese
characteristics and attributes assigned by thedear

3.HSDLO SYSTEM, POST-
IMPLEMENTATION

3.1. System Architecture

The top-level architecture HSDLO system is
presented ifFig. 1. The system is decomposed into the
following subsystems: Personalization, Crawler,
LOSearch, Comparator and Utilities. The Crawler is
dedicated to the task of automatically downloadiog
from available LORs, NEEDS.org in this case, inesrd
to populate the LOR with data to be used in subsetgu
searches. The LOSearch subsystem facilitates the
search of Los in the LOR, based on a search query
transmitted by the user. The user (Learner) dedivaer
search query by specifying the keyword(s) for thoes L
that he or she intends to retrieve. LOSearch useset
keywords to perform keyword-based and concept-based
search of the LOs. After the query has been issiyed
the user, the system retrieves the user profiléctwts
émalyzed for the purpose of a comparison with the
fetrieved LOMs. The personalization subsystem
rearranges the results using the profile of thenkea
and the set of rules encapsulated within
personalization subsystem.

the

Fig. 1. HSDLO high
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3.2. Subsystem Decomposition

The system is decomposed

subsystems:

Personalization,

Comparator and Utilitieg-ig. 2).
Personalization the personalization adapts a pradil

reflect the feedback from the results given aftsearch

by using the profile adapter.

Crawler the web crawler stores the data collected

from NEEDS in XML format.
LOSearch the search engine sorts the learning tsbjec
retrieved from a search query into a learning abjec

repository. After a keyword search
LOsearch uses the WordNet API to find synonyms and
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Fig. 2. HSDLO subsystem decomposition

into the following
Crawler, LOSearch3.3.LOSearch: Keyword and Concept-Based

then searches each learning objects meta-data.
Comparator the comparator interacts with the Parser  the search (Wirth, 1976). First, all the documents
to produce a Parsed LOM object. It controls the
comparison of the Parsed Profile with Parsed LO¥&th
gives a score defined by the rules in the Rulebase.
Utilities this subsystem merely houses the LOs, EOR

and XML parsers. The rationale is to decouple tarch

is performed,

data from the aforementioned processing subsystems.
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The next subsections describe in more detail the
LOSearch and Personalization subsystéfng 3).

Search

Biletskiy et al. (2012) outlined the process of keyword
and concept-based search in HSDLO as follows:

Many methods of searching text documents are
based on looking for specific words or different

forms of these words in the text. This is based on
the scenario in which the user enters a query that
contains a number of words. One of the common
methods is to create an index of words to the
documents that contain them in order to speed up

are processed and their words are separated.
Then a list of all words is created. A list of
documents that contain each word is attached to
it. When the user enters some keywords to
search, the list of the documents connected to
each word is returned.
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Fig. 3. Personalization subsystem
Boolean operations can be implemented in this for modeling and comparing text documents.
method. Usually a search algorithm ranks the Term Frequency is defined as the number of
text documents based on their relevance to the times a word occurred in a document.
user query. In this scenario, the document that is Document Frequency is defined as the number
most similar to the user query, based on some of documents in which the word occurs at least
criteria, appears first in the list. For comparison once over all documents. The documents are
and defining the criteria, the query and the presented as vectorsd (= (d¥, d™)) that
documents should be defined in a model. Most of consist of keywords with their term
the models consider a document as a set of frequencies so that the documents with similar
unordered words, namely bag of words content have similar vectors. The new
Chwodhury, 2004. Then each document is document is presented as a vectbras well.
represented by a vector with length of the The attribute values in the vectors are
number of all the words in the document presented as TF(w,d). The keywords are
collection. Calculating the elements of this distinct words or word parts, which distinguish
vector can be done in different ways. the existing categories, or words that are

prominent in the new document which could
Term Frequency-Inverse Document Frequency  be selected from the documents by pruning

(TFIDF) is the approach employed for analysis & th infrequent words to remove most spelling
text documents by the HSDLO system. Biletskiyal. errors and pruning high frequency words to
(2012) elucidates on this method as follows: eliminate non-content words like “the”, “and”,
or “for". The inverse document frequency for
Term Frequency-Inverse Document Frequency each keyword IDF(w) is calculated based on
(TFIDF) is one of the commonly used methods the following formula:
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D]
DF(w)

IDF(w) =log =[

|

where, |D| is the total nhumber of documents. DF(w)
represents the document frequency of the keyword.

The inverse document frequency of a keyword is high
if it occurs in only one document, which makes irm
significant for distinguishing that particular deogent.
The weight value @ in a document d for each keyword
is calculated by multiplying its term frequency tine
document and its inverse document frequency:

d® = TF(w, ,d)x IDF w )

The similarity between documents can be calculatedlanguage,

by computing the cosine value between their
representative vectors. The query can also be reddsi

The relevance of LOs, alluded to earlier, to a
learner's (user's) query can be described with the
following expression:

RD :WkRk + WcRc

where, R and R are relevancy measures for keyword-
based and concept-based search, respectively paddv
w, are their corresponding weights.

The discussed search subsystem is itself compdsed o
two major subsystems: Keyword-and concept-based
document search subsystems. The proposed systeam use
an ontology to represent the hierarchy of concepts-
WordNet an open access lexical database of theidbngl
developed by researchers at Princeton
University. WordNet groups nouns, verbs, adjectixed
adverbs into sets of cognitive synonyms, known as

a vector in the same way and be compared with eaclynsets, with each of these synsets representimgcise

document to find the most similar document to iheT
cosine value of two vectors is calculated basedhen
following formula:

-~ y_ d-q
Cos(q'c)'nd i 1ra|

The documents are sorted based on their cosine
value in decreasing order. There are other ways to
create vectors for documents. For example, only
term frequency can be considered as the attribute
value. In the simplest model the vectors can be
binary, which shows whether a particular
document contains the keyword or not.

Biletskiy et al. (2012) further expantiates on the need
for semantic expansion of search queries:

The use of keywords for comparing documents
and searching in documents gives good results,
but it does not consider the semantics of the text.
If a user wants to search for something which she
has in mind, she must know the exact keywords.
This is helpful in many situations, but in many
other scenarios the user does not know exactly
which keywords she should use. There may be
many different keywords to express a single
concept and there may be words that can represent
different concepts. To be more effective, search
engines may include the semantic relations
between the words and document. In other words,
concept-based information retrieval is search for
documents based on their meaning rather than on
the presence of keywords in the document.
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concept. These Synsets are interlinked by means of
conceptual-semantic and lexical relations thatiafened
in the WordNet database.

Biletskiy et al. (2012) describes the comparison of
the term and concept vectors, following a new quasy
follows:

When the learner issues a query, the query
engine creates a term vector and a concept vector
based on the query. Then, these two vectors are
compared for similarity to the term and concept
vectors of each document. This gives two
measures for sorting the document based on
relevance: Keyword-based similarity and
concept-basesdimilarity.

3.4. Personalization

The Personalization subsystem is an extension of
the main HSDLO system that allows users to create
profiles describing their personal attributes aadun
a personalized search in the LOR. It then ranks the
retrieved Los after performing a comparison of the
values of learner profile attributes and LOM, takin
into consideration the level of significance assigo
each learner profile attribute. This comparison is
implemented as a set of rules written in JavaSenut
stored in XML. The Personalizatisubsystem finally
adjusts the learner's profile based on implicitfzeck
from the learner on the Los retrieved from the
personalized search.

Biletskiy et al. (2012) articulates the context in
which the personalization subsystem interlocks the
HSDLO system:
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The HSDLO system allows a learner to create a
profile, which consists of a set of attributes with
their values and importance. The learner can
access the profile through the system at any
time to make and save changes. Once a learner
has a profile, she is able to run searches of
learning objects in learning object repositories.
Before running the search, the learners must
select which repository they wish to search
from the list of available repositories
maintained by the system. The default
repository is the most recent one searched.
When the search is run, the personalization
subsystem scans through the designated
learning object repository, parsing the metadata
of the learning objects and comparing it to the
learner's profile, assigning a score to each
learning object in the repository. Once the search
is complete, the subsystem returns the top ranked
learning objects to the learner. The learner can
then select which learning objects to download
and the system acquires them and saves the
learner’s selections. Using the aggregate set of
selections made by the learner, the subsystem
makes modifications to the learner profile to
better represent his or her preferences.

The following are the aforementioned attributes tha
make up the learner profile of the HSDLO system:

Qualifications
keywords_of_interests
proficiency_writing
proficiency_reading
proficiency_speaking
input_output_technology
priority_of goal

goal
proficiency_listening
skill_level
physical_preferences
age

activity _status

role

language

activity type
cognitive_preferences

HSDLO system data is stored in XML format due to
its efficacy and simplicity in the storage and ascef
data. It is also platform independent.
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e User profile

The user profile data is be stored as an XML file
allowing for quick access as well as make it easgdit.
An example is provided below:

<l--Profile information goes here-->
<Attribute>
<Name>XXXXXXXXXXXXXXXX</Name>
<Value>xxXxXxXXXXXXxxxxxxx</Value>
<Weight>XXXXXXXXXXXXXXXX</Weight>
</Attribute>

e Learning ObjectsIDs

Learning objects Ids will be stored in an XML file
which provides easy access and is more usable. An
example is provided below:

<!l--LO information goes here-->

<List>
<Name>XXXXXXXXXXXXXXXX</Name>
SURL>XXXXXXXXXXXXXXXX</URL>
<ID>XXXXXXXXXXXXXXXX</ID>

</List>

e Learning objectsfiles

Learning objects will be stored in an XML file whic
provides easy access and is more usable. One iflle w
contain information about a particular web site. An
example is provided below:

<List>

<Name>xXXXXXXXXXXXXXXXX</Name>
SURL>XXXXXXXXXXXXXXXX</URL>
<LOMURL>XXXXXXXXXXXXXXXX</LOMURL>

</List>

* Rulebase

The rules that are used by the comparator to ckeul
the score of Los is stored as a file in XML formAn
example is provided below:

<l-- Rule Base information goes here-->

<Rule>
<Profile Attribute>Xxxxxxxxxxxxxxxx</Profile Attri
bute>
<MetaAttribute>xxxoaaxaxaxaxaxxaxxxx</MetaAttribute>

</Rule>

Appendix 1 and 2 contains more examples of all the
currently used attributes of LOM and learner peofirhe
full set of comparison rules is presented in Apperd
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Appendix 1: Usage
Instructions 1. Open the project in NetBeans alva: File >> Open Project. Browse to the projeicectory and

select.
When the project

is open, click run project totstlae system.

O HSDLOO - NetBeans IDE 6.8 -
File Edit View Navigate Source Refactor Run Debug Profile Team Tools Window Help

PEES D mow T H DB G

: Projects ®
&~ & EE4913
=&
-l [ Source Packages
@1 TestPackages
-\ @ Libraries
#- | @ TestLibraries

(7 Navigator

ﬁ Files

2. After the system launches, a window like on@Wwedppears. If a learner profile already existgifavith the
appropriate user name and password, otherwis&, ati¢the “create new user” tab.

- - — —

) =5
("Login | Create New User | Edi User |
HSDLO
| User Name
[ submit | Exit

= 4

3. Fill in the new user form and register a usen@and password that you will remember. This datidred in the
HSDLO/src/users directory. Use the slider to adjustweight of the attributes as appropriate.

r

12 . B

— N

B I - - e~

| Login | Create New User | Edit User

‘ Submit ‘
0—Weight—100
Age:[22 | —_— User Name: |
L e ,h = P.m!
. . Verify Password: |
Proficiency Writing: |¥ — -

Reading: |1 ==

il D

Proficiency Speaking: ﬁ —————— =
Proficiency Listening: i1 | g
Priofityof Goak:3 | e
Qualifications: [programming,java,C++ | C=———=-_.

Goat| =

ActvyType:fstuy ] g =l
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4. After logging in, the main application windowesebelow is shown on the screen. Enter keywordsth# text area
and click “start process” to begin the search.

The system will take a few seconds to run the $eand the personalization process and a list aexetd learning
objects will appear in the larger text areas. Tleghts assigned to the learner profile attributestoe observed to have
changed due to the profile adaptation that takaseptiuring the personalization process.

|4 Basic Application Example [E=REE X

Hybrid Search & Delivery of Learning Content System
1D Web Cranler
Enter Search Keywords:

StartProcess  |Thread Status:  NEW

LO SEARCH

LO in descending order of keyword relevance: LO in descending order of concept+keyword relevance:
T

[keyword isting concept +keyword listing

Appendix 2: A Sample Learner Profile in the HSDLO System

Note. Reprinted from A Rule-based System for Hybrid Search and Delivery of Learning Objects
to Learners, by Y. Biletskiy, H. Baghi, J. Steele, and R. Vovk, Appendix 1. 2010. Reprinted with

permission.

<Attributes>

<Attribute id="1">
<Name>age</Name>
<Value>22</Value>
<Weight>0.5</Weight>

</Attribute>

<Attribute id="2">
<Name>language</Name>
<Value>en-US</Value>
<Weight>0.5</Weight>

</Attribute>

<Attribute id="3">
<Namerproficiency_writing</Name>
<Value>l</Value>
<Weight>0.5</Weight>

</Attribute>

<Attribute id="4">
<Name>proficiency_reading</Name>
<Value>1l</Value>

<Weight>0.5</Weight>

////f Science Publications

<Attribute id="5">
<Name>proficiency_speaking</Name>
<Valus>1l</Valus>
<Weight>0.5</Weight>

</Attribute>

<Attribute id="6">

<Name>proficiency_listening</Name>
<vValue>l</Valus>
<Weight>0.5</Weight>

</Attribute>

<Attribute id="T7">
<Nams>priority_of_goal</Name>
<Value>3</Value>

ht>0.5</Weight>

</Attribute:

<Attribute id="8">
<Name>qualifications</Name>
<Valus>programming, java,C++</Valus>

<Weight>0.5</Weight>

</Attribute>

913
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<Ham=»goal</Nams>
<Valus f>
<Height>0.5<fWeight>
</Attribute>
<Attribute id="10">
<Namsractivity type</Hame>
<Valusrstudy</Value>
<Wzighc>0.5<Weight>
<fAtTributs>
<Attribute id="11">
<Hams :va-:tivitjr_status-:fﬁa_-'ne‘:-
<Valusractiwve</Valus>
<Weight>0.5<¢Weights

<fArtribute>

id="12">

<hrtribute
<Nam=>cognitive preferences <flfams>
Walue>&</Valus>
<Weighc>0.5<¢Weights
cfitTribute>
te id="13">

<AtTribuce

<Nam=>physical preferences =flam=s

<Values f»

<Wzight>0.5</Weight>

///// Science Publications

<httribute id="14"»
<Hams»skill level<«/lams>
<Value»d</Valus>

<Weight»D.5</Weight>

<fhttribute>

€Attribute id="15">
<Hams>role<fNams>
<Valus>learner</Valus>

<Height>0.5<fMeight>

<Attribute id="16"2
<N a.me:-keywords_of_interestsc.r'ﬁams‘:-
<Valusrjava</Valus>
<eight>0.5<feight>
cfittribute>

id="17">

<Attribute
<Hams>input output technelogy</Ham=>
<Valus>javas/Valuss
<Weight>0.5<fWeight>

<firtribute>
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Appendix 3: Sample LOM

Note. Reprinted from A Rule-based System for Hybrid Search and Delivery of Learning Objects
to Learners, by Y. Biletskiy, H. Baghi, ). Steele, and R. Vovk, Appendix 2. 2010. Reprinted with

permission.

<?xml version="1 encoding="UTF-8"

standalone="no™

<Attribute>

<Nams>requirements/Nams>
<Attributes>

<Value />

<Attribui

<Nams>title</Name>

uszHeads Up</Valus>

<Name>other platform requirement</Nams>

<value />

<Nams>description</Nams>
</Rttributs>

<Value>The purpose of this activity is to
demonstrate some of the different parts
of an airplane through the construction
of a paper airplane. Students will build <Attributs>
several different kinds of paper

airplanes in order to figure out what <Nams>duration</Nar
makes an airplane fly and what can be
changed te influence the flying <Valus [>

characteristics of an airplane.</Val
</attribute>
</Attribute>

<Attribute>

ribute>

<Name>interactivity type</Nams>
<Nams>content language</Name>

<Valusractive</Valus>
<Valueren-US</Valus>

<fBEttribute>

tribute>

<Attribute>
<Attribute>
<Name>intended user language</Nams>
<Name>format</MNam=>
<Valus /[>
<Value />
</Ettribute>

</Attribute>
<Attributes>

<Name>interactivity level</Nams> <Attribute>
<Nams>taxon_path skilllevel prerequisite</

<Valus>high</Va Name>
</Attribute> <Value [f>
</Attril
<Attribute>
<Name>context</Nams> <Attribute>
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<Rttribute>

<Nams>context</Nams>

<Value [f>

</Attribute>

=>typical age range max< /Name>
<Value f[>

<fattribute>

<Attribute>
<Name>difficulty</Nams>
<Valusreasy</Valu=>

</Attribute>

<Attribute>
<Name>typical learning time</Name>
<Value />

</Attribute>

<Attribute>

Name>
<Value />

<fattributes>

<Attribute>
<Name>taxon path idea discipline</Name>
«Valus />

</Attribute>

<Attribute>
<Name >intendediend7use rirole </Hame>
<Value>teacher</Valua>

</attribute>

<Names>taxon path concept and disecipline</N

amss

<Value [>

:. Reprinted from A Rule-based System for Hybrid Search and Delivery of Learning Objects

:arners, by Y. Biletskiy, H. Baghi, J. Steele, and R. Vovk, Appendix 3. 2010. Reprinted with

aission.

<rules>

- <rule>

Appendix 4: Sample of HSDLO Rule Base

<param source="userprofile" name="age" type="int"/>

<param source="lom" name="typical age range min" type="int"/>

<param source="lom" name="typical age range max" typs="int" />

///// Science Publications
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‘JavaScript">
- <I[CDATA[

function test(){

if { age >= typical age range min * 10 && age <=
typical age range max *10 )

return 1;
else

return 0;
1=
</rulescript>

£frule>

— <ruls>

<pa

ram source="userprofile" nams="language" typs="string"/>

<param source="lom" nams="content language" typs="string"/>
— <rulescript la "JavaScript"s
- <I[CDATA[
function test(){
if (language == content_ language
return 1;
slse
return 0;
}
1=

<frulesscript>

<frule>

= <rule>

<param so

<param sot ="

<par

rce="userprofile" name="proficiency writing" type="int"/>

lom" name="interactivity type" type="string”"/>

am source="lom" name="interactivity lewel” type="string"/>

- <rulescript lang="JavaScript">

<param sot =

— <I[CDATA[

function test(){

if { proficiency writing >=
||l interactivity type == “exposiva" ) )

[}

&& (interactivity type
== "active"

return 1;

if ( proficiency wri i
interacti _type
interactivity level =

eractivity_ type
ractivity level =

return 1;

if ( proficiency wri
interactivit

active" ||
(interactivity level == "low") )
return 1;

== 0 && (interactivity tvpe
r type == "exposiwve" ) &&

return 0;

‘userprofile” name="proficiency reading” typs="int"/>
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<param

urce="lom" name="interactivity type" type="string"/>

<param source="lom" name="interactivity level" tvr

="string" />
— <rulescript lang="JavaScript">
— <I[CDATA[
function test(){
if ( proficiency reading >= 2 && (interactivity type
== "exposive") )

return 1;

if ( proficiency reading == 1 && (interactivity type == "exposive") z&
(interactivity lewvel "medium" || interactivity level "low™) }
return 1;
if ( proficiency resading == 0 && (interactivity type == "exposive") &&
(interactivity_level == "low") )

return 1;

return 0;
}

function test(){

if ( (proficiency reading >= 2) &&

(interactivity type
== "exposive" || interactivity_type == "act

return
return 0;

1=
</rulescript>
<frule>

- <rule>

<param 'userprofile” name="proficiency listening" type="int"/>

<param source="lom" name="format" tvps="string"/>

<param

"lom" name="interactivity type" type="string"/>

<param

lom" name="interactivity level" typs="string"/>
- <rulescript lang="JavaScript"»

- <I[CDATA]

function test(){
if { proficiency listening >= 2 &&

2 (format == "audio"
|| format == "wvidea") )

return 1;
return 0;

1=
<frulescript>
<frule>

- <rule>

<param

‘userprofile” name="proficiency speaking” typ

Ant” />

<param

ce="lom" name="format" type="string"/>

<param

"lom" name="interactivity type" ty "string" />

<param s "lom" name="interactivity level" type="string"/>
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JavaScript">

— <I[CDATA[
function test(){
if ( proficiency speaking >= 2 s& (format == "audio"
|| format == "video") && interactivity typs != "exposive" && interactivity_ level >

return 1;
return 0;

1=

<frulescript>
</rule>

= <rule>

<param so

"userprofile" nams="priority of goal" ty

am source="lom" name="duration" typs=="int" />

"JavaScript">
- <I[CDATA[

function test() {
if ( priority of goal <= 2 )
s

if (duration < 2

< 300) return 1;

else
return 0;

return 1;

1>

</rulescript>
</rule>
= <rule>

<param source="userprofile" n

"qualifications" ty

<param sou

"lom" name="taxon path concept and discipline"

string" />

<param so

ce=="lom" name="taxon path skilllevel prerequisite” typs="int"/>

- <rulescript la "JavaScript">

- <![CDATA[

function test(){
if ( taxon_path_skilllevel prerequisite > 2 )
{
var gquals = gualifications.split(","):
for ( var i = 0 ; i < cuals.length ; ++i )

if ( quals[i] ==
taxon path concept and disci

line)
return 1;
return 0;
else
return 1;
¥
1=
</rulescript>
- <rule>
"userprofile" name="gecal" typs="string" /-

"lom" name="taxon path skilllevel prerequisite” typs="int"/>
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ript lang="JavaScript">

- <rulescri

— <I[CDATA[
functicn test(){
return 1;

}

jiid

</rulescript>

<frule>

:7<rule>

<param sourcs="userprofile’ name="activity type" type="string"/>

"lom" name="context" type="string"/>

<param sou

- <rulescript lang="JavaScript">

- <I[CDATA[
function test(){
if ( ( context == "school" || context ==
"higher education" ) && activity type == "study" )
return 1;
if { context == "training" && activity type == "work"
)
return 1;
if { context == "research" && activity typs ==
"rasearch" )
return 1;
return 0;
}
1>
</rulescript>
</rule>
= <rule>
<param so ="userprofile” name="activity status" type="string"/>
<param rece="lom" nams="context" typs="string"/>
- <rulsscript lang="JavaScript">
- <I[CDATA]
function test(){
return 1;
i
1>
</rulescript>
<frule>
= <rule>
<param sourcs="userprofile” name="cognitive preferences” typs="int"/>
<param s ="lom" name="difficulty” tvps="string"/>
= <rulescript lang="JavaScript":
- <I[CDATA[
function test(){
if ( difficulty == "easy" }{
5 1.0y ¥

if ( cognitive pr
return 1

920 JCS
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}
1
TE: | icult dium” ) {
if ( cognitive preferences >= 2 ) {
return 1;
}
}
if ( difficulty == "difficult" ){
if ( cognitive pr

eferences >= 3 ) |{
return 1;

}

return 0;
1=
</rulescript>
</ruls>
— <rule>

<param source="userprofile” name="physical preferences" typs="string"/>

<param :

=="lom" nam=="difficulty" t© string” />
- <rulescript lang="JavaScript">
— <I[CDATA[

function test(){
return 1;

1=

</rulsscript>

rce="userprofile” name="skill level" type="int"/=

"lom" nams="taxon path skilllevel prerequisite"” type="int"/>

"JavaScript">
- <![CDATA[
function test(){

if ( skill level > taxon path skilllevel prerequisite )
return 1;

else
return 0;

s
</rulescript>
<frules>
- <rule>
<param source="userprofile" nams="rele" typs="string"/>
<param source="lom" name="intended end user role" type="string"/>
- <rulescript lang="JavaScript"s
- <![CDATA[

function test(){

if ( role == intended
intended end user role == "any")

i
il
=]
&
o

0

o

i

H

I5)

=
il

return 1;
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else
return 0;

1>

</rulescript>

</rule>

= <rule>

<param scurce="userprofile" nams="keywords of interests" type="string"/>
<param source="lom" name="title" type="string"/>

<param source="lom" name="description' typs="string"/>

1g="JavaScript">

= <rulescript 1
- <I[cDATA[

function test() {
return 1;

return sim

1>

<frulescript>

aram sourcs="lom" nams="requirement"” typs="string'

<rulescript lang="JavaScript">
- <I[CDATA][

function test(){
if

( requirem
if ( other _pl
logy ) return 1;
return 07

1=
</rulescripts>
<frule>

</rules>

Table 1 shows the rules that the HSDLO system uses
to perform comparison and the calculation of LOrsso

The comparison and calculation of the scores of Los
is governed by a set of criteria. Biletskay al. (2012)
states the following:

To facilitate the personalized search and delivery
of learning objects to learners the scoring coteri
LOScorej which estimates the suitability of the j-
th learning object to the learner’s personal peofil
is defined as a function of the learner's prefezenc

to select interesting materials from learning
objects delivered to the learner:
///// Science Publications 922

(keywords_of interest,title + description );

aram source="userprofile" name="input output technology" type="string"/>

fs

aran source="lom" name="other platform requirement"” type="string"/>

ent == input output technoclogy ) return

atform reguirement ==

LOScorq = Zn: wx RR
i=1

Where:

RR; = Respond of the i-th comparison ruleable 1) on
the comparison of the j-th learning object with
the learner profile

= Coefficient of importance, which defines a level
of influence of the i-th attribute of the learner
profile (corresponding to the i-th comparison
rule) on the selection of learning objects; the
range of values of this coefficient is [0,1]
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n = Total number of selection criteria (same as th conducted. This analysis is conducted for all the

number of attributes of learner profile or the learning objects delivered to the learner and iseba

number of comparison rules) on the principle that if the learning object is fudeor
auxiliary for the learner and the learner's profiled

After estimating the suitability of the learning | oM attributes match (RR= 1) then the weight wis

objects, the_y are sorted in order of de_creasw_lglaal increased, but if RR= 1 then wis decreased.

of LOScorej and the top scored learning objects are  pefining the operations of increase and decrease of
delivered to the learner. The learner explores they, as operations with saturation, some coefficierits o
delivered documents’ LOM and content. After the jmportance converge to 1 (meaning that the atteibut
learning object is explored, the learner defines ais important), some converge to 0.1 (meaning that t
degree of utility (usefulness) of the learning abje attribute is not important) and some remain in
LOU; = (1: Useful, 0.5: Auxiliary, 0: Not useful). In between 0.1 and 1 (meaning that importance canmot b
reality, the learner's preference may change, @ th definite). The minimum coefficient is selected as t
learner may explicitly declare her preferences keep a chance to increase it if it again becomes
incorrectly. Therefore, the dynamic adjustmentid t important. In addition, the presented approach
coefficients of importance will be necessary. The assumes that learning objects are searched wikigin t
degree of utility serves as a criterion for adjusttnas ~ same topic or theme that is interesting for therleg
follows. If the learner has defined a learning abjas ~ because otherwise a learning object can be evaluate
useful or auxiliary, then a comparative analysighef by the learner as not useful based on the thertieerra
corresponding learner's profile and LOM attribuies ~ than on personal preferences.

Tablel. HSDLO system rules Reprinted from A rule-basedesysfor hybrid search and delivery of learning otgeo learners, by
(Biletskiy et al., 2012) Reprinted with permission

Rule# LIP attribute involved LOM attributes invotve Rule respond (0: Otherwise)
1 Birth date Typical age range 1: if age fitshi typical age range
2 Language Content language 1. if language = obdaguage
3 Proficiency of Interactivity type 1: if profiaiey satisfies the interactivity
writing of the language Interactivity level levaatd interactivity type is “active”
4 Proficiency of reading of the Interactivity type 1: if proficiency satisfies the interactivity ldve
Language Interactivity level and interactivitpéyis “active” or “exposive”
5 Proficiency of listening of the Format interadty 1: if proficiency satisfies the interactivitgvel,
language type interactivity level interactivitypsyis “active” or “exposive”
and format is “audio” or “video”
6 Proficiency speaking of the Format interactivity 1: if proficiency satisfies the interactivity ldye
language type interactivity level interactivigype is “active” and
format is “audio” or “video”
7 Priority of goal Duration typical learning time : il priority of goal is high; or, if low, the
duration and learning time must be short
8 Qualification description Taxon path type Iqufalification corresponds to the
Taxon path value classification of the learnifject
9 Activity type Context 1: if learner’s activigorresponds to the
context of learning
10 Cognitive preferences Difficulty 1: if the levadl cognitive preferences of the
learner is sufficient for the
difficulty level of the learning object
11 Skill level Taxon path type 1. if skill leved sufficient for the learning object
Taxon path value
12 Role Intended end user role 1: if the learneafs is desirable
13 Interests Title description 1: if the learnénterests correspond to the
topic of learning object
14 1/0O technology Requirement other 1: if the temrhas sufficient access to

platform requirements

technology, e.g., multinaedi
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Fig. 4. HSDLO conceptual model
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of each unique learner is saved in memory and feed

subsequent searches by each unique learner.
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