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ABSTRACT

The aim of the research work is to mine the dataegailable with each custodian in a semi honesieho
securely without disclosure of any data amongsiouarcustodians involved. No custodian disclosgs an
information. In the proposed scheme in order taicecthe computational complexity, the data partitig

has been done in the horizontal way. The proposedarch work consists of a well skilled and planned
architecture implementation for achieving the psgmb privacy preservation in the data mining filed a
used a new hybrid data mining model which is dgwetbfor combining commutative RSA and a C5.0
algorithm to generate classification rules. Thiadgt utilized real world data collected from an UCI
repository and experiments are conducted baseleoparameters like time complexity, accuracy amarer
rate. The proposed model preserve expected leyaiwacy without any information loss, take lesadifor
computation, lower error rate and improves accuracy

Keywords: Privacy Preserving Data Mining, University of Gathia Irvine Data Repository (UCI), Semi
Honest Model, Secure Multiparty Computation (SMC)

1. INTRODUCTION (SMC). This SMC is based on cryptographic
functionality which plays a major role in the corttef

In order to achieve the secured data mining a numbe privacy preserving data between different partistpan
of algorithms have been implemented which played th sharing authorized data. SMC is a computationakesys
significant role in the contemporary, but the irxge in in which the value based on individually held setiés
the data complexity and the higher security recué@sts of information that compute multiple parties wishjain.
made effect insufficient. This scenario ignited the Das et al. (2009) proposed a scalable, local privacy-
scientific society to optimize the data mining teiciue preserving algorithm for distributed Peer-to-Pee2R)
especially considering the privacy preservation fisst, data aggregation useful for many advanced data
the Privacy preservation Data Mining (PPDM) was mining/analysis tasks such as average/sum compuiati
introduced in 2000, in which many dominant issues decision tree induction, feature selection and more
related to this area were discussed. Researchdrthan  Unlike most multi-party privacy-preserving data mon
scientific society from then on have proposed namer  algorithms, this approach works in an asynchronous
issues related to the PPDM. manner through local interactions and thereforbighly
One must know inputs from all the participants to scalable. Karthiket al. (2011) proposed rule extraction
conduct the constraint based security computationstechnique for liver disease. Ukil an&en (2010)
However, if nobody can be trusted enough to kndw al developed a scheme for secure multiparty data
the inputs, privacy will become a primary concedme aggregation with the help of modular arithmetic azpt.
of the solutions to this is Secure Multiparty Corngion Shaneclet al. (2006) addressed the issue of secure multi
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party computation which formed the kernel of maayad  statistical measures instead of conventional fraomkew
mining applications. Harnsamat al. (2008) focused on  of Support and Confidence to generate associatiles.r
maintaining the data quality in the scenarios iricivithe The new architecture generated no ghost rules with
transformed data was used to build associativecomplete avoidance of failure in hiding sensitive
classification models. Lin and Chen (2008) decided association rules. Pourebrahiwti al. (2010) presented
which instances of training dataset were suppartovs, an opportunity to increase significantly the ratevhich

i.e., the necessarily informative instances to faim the volumes of data generated through the maintenan
classifier. The support vectors are intact tupdd®mn from  process could be turned into useful informationisTh
the training dataset. Fung al. (2005) proposed a k- could be done using classification algorithms tcdier
anonymization solution for classification. The gaals to ~ patterns and correlations within a large volumedata.
find a k-anonymization, not necessarily optimal the Parmaret al. (2011) proposed a blocking based approach
sense of minimizing data distortion, which presertlee  for sensitive classification rule hiding.

classification structure. Lin and Chen (2008) pismzban

approach to the SVM classifier process to transfibtma 2. MATERIALSAND METHODS
privacy-preserving classifier which does not diseldhe
private content of support vectors. Chatral. (2011), a
new discriminate diagnosis model constructed by
attribute selection, decision tree C5.0 algorithmd a
discrimination analysis was proposed, which coasit
two phases. The critical attributes were filtered foom

the original attributes. Wangt al. (2009) focused on
comparing the classification performance and aayura
for short-term urban traffic flow condition usingasion
tree algorithms (CHAID, CART, QUEST and C5.0).

The classification rules are derived from the deais
tree in the form of if-then- else. These rules @sed to
classify the records with unknown value for clasisel.
Sethiet al. (2012) proposed second order decision table
using rule generation. Hou arg®l (2007) proposed to
develop a fuzzy rule-based reasoning system toaset amongst the varied custodians involved.
hano- particle milling process. The characte_nsutshe The aim is to mine the dataset available with efath
Pfop_o,seo,' system were tp use data-dnven .to d0cystodian in a semi-honest model, without the di&gle
fuzzification and rule extraction instead of ditgaising

. ) : X of any data amongst the varied custodian involvét
domain experts. Qiong andiao-Hui (2009) proposed  ron6sed scheme does not consider an central Server
the privacy preservation and the mining efficienanp,

. _ X L ) : group establishment. No database exchange between t
effective privacy preserving distributed mining@iighm

Lt A parties instead only exchange the rules.
of association rules. Combining the advantagesoti b From theFig. 1, the overall framework has been

RSA public key cryptosystem and homomorphism gccomplished in - the  following phases:  Local

encryption scheme, a model of hierarchical manageme |assification rules R, ,R .,R ..R) are generated in
on the cryptogram was put forward in the algorithm. Lo R

Karthikeswaranet al. (2012) presented a novel based S€P 1. In step 2, encryption keys are generatéujus

approach that strategically modified a few trarisastin ~ commutative RSA. Every custodian ~sends solely
the database. It modifies support or confidencaemfor ~ €ncrypted rules to the opposite custodians whoalin f

hiding sensitive rules without producing many side €NCrypt the encrypted rules received by them usieg
effects Jiri et al. (2009) presented one of many encryption keys in step (RERH GR, G Rp » The
possibilities of decision theory that could be ugethe  combined secure rule set is a collection of all thies
modeling of the quality of life in a given city. Rledata  available with each data custodian and discoverestep
sets were analyzed, pre-processed and used in thg The use of commutative RSA decryption method at
classification models. Naeegt al. (2010) proposed a every knowledge custodian to get the combined sate
novel architecture which acquired other standardin step 5.

Let us consider a training databasgtb be considered
for mining. Leta setc = {¢ G, G.... .... ¢} represent the set
of data custodians amongst which the databageisD
portioned horizontally. Also p represents the totaber
of data custodians. The research work presented her
considers the hybrid model which combines both C5.0
algorithm for classification and commutative RSA
Algorithm for encryption and decryption.

It is assumed that each data custodian embodies two
datasets one training dataset @hich is pre classified
and another dataset.divhich represents a test dataset or
an unclassified dataset. The goal of the reseamtk w
proposed here is to mine the test datasgtaitailable
with each data custodian in a semi-honest model,
securely without disclosure of any data,dor d
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N

Fig. 1. Framework for the proposed privacy preserving daitang system

3. RESULTSAND DISCUSSION comparatively better results among other existing

techniques like IDE3, CART and C4.5.
In order to perform the implementation successfully

the researcher has utilized many standard datdrsets 3.1 Performance Metrics of the Proposed System
UCI for analyzing execution time, accuracy and erro 31 1. Accuracy
rate. The results have been obtained for individlza

sets for difference performance parameters. In this The accuracy of the model can be evaluated based on
research work the researcher has implemented highe following measures:
developed technique for assuring the most robusa

preservation feature in data mining and on therdtaad ~ True positive = TCT/tot
in order to make the system more efficient and mtey  True negative = TIT/tot
the researcher has implemented C5.0 classificationFalse positive TCF/tot
algorithm. The results obtained have illustrated False negative = TIF/tot
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TCT = Total number of items that are correctly accuracy in data mining applications. On the otieard
classified as true the presented technique can play a vital role ducang
TCF = Total number of items that are correctly time complexity in mining operation. Even the résul
classified as false obtained has illustrated and established itselfbast
TIT = Total number of items that are incorrectly solution for reducing time complexity.
classified as true
TIF = Total number of items that are incorrectly 5. REFERENCES
classified as false.
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