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ABSTRACT

A picture or image is worth a thousand words. ka@sy much pertinent to the field of image procegsin

the recent years, much advancement in VLSI teclyiedohas triggered the abundant availability of
powerful processors in the market. With the pricERAM are having come down, the databases could be
used to store information on the about art workedical images like CT scan, satellite images, ®atur
photography, album images, images of convictsdr@minals for security purpose, giving rise to agsive
data having a diverse image set collection. Thasldeus to the problem of relevant image retrienahfa
huge database having diverse image set collectMeb search engines are always expected to deliver
flawless results in a short span of time includénguracy and speed. An image search engine alsescom
under the same roof. The results of an image sesdmhld match with the best available image frorthin
database. Content Based Image Retrieval (CBIRbbaga proposed to enable these image search engines
with impeccable results. In this CBIR technologging only color and texture as parameters for ngroi

on an imagemay not help in fetching the best reslds most of the existing systems uses keywokbta
search which could yield inappropriate results. #i above mentioned drawbacks in CBIR have been
addressed in this research. A complete analysi€RIR including a combination of features has been
carried out, implemented and tested.

Keywords: Image Processing, Search Engines, CBIR

1. INTRODUCTION CBIR has been evolving consistently for over a
decade. The improvements in CBIR were based on
Search engines are always expected to deliverdtmnvl properties of the image like color, texture andpsha
results in a short span of time. Success of alseargine ~ Few recent improvements in CBIR use relevance
depends on its accuracy and speed. Image seariofegng feedback methodology. In this method, the feedback
also fall under the same category. The resultsiofrmge ~ from the user is used for filtering the images. YOnI
search should match with the best available image f limited parameters such as color and texture haen b
the database. Content Based Image Retrieval (CRIR) taken into consideration for constructing CBIR lthse
augmentation to the existing existing image searchsearch engines. Color and texture are not the only
strategy. CBIR might have been very expansive andparameters that can help us in fetching the perésuilt.
prominent in the academics arena, but it has rtmgup Also most of the existing systems uses keyword dase
to that extent in the commercial sector. For gettitear- search which could yield inappropriate results. thie
cut understanding about the existing search engmnte above mentioned drawbacks in CBIR have been
market and the underlying methodologies adoptezhah ~ addressed in the research that is carried out.mptete
of them, a literature survey has been carriediéeite is a  analysis of CBIR including a combination of featites
glimpse of all the commercial tools studied. been carried out, implemented and tested.
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2. LITERATURE SURVEY into consideration the color. In order to obtaintdre

ANDSHORTCOMINGSOF THE results they considered, the calculation of modehef
distances between the query and target image, pamel

PRESENT METHODOL OGIESIN CBIR The histograms intersection, Euclidian distancevbenh
. . histograms and the quadratic distance betweergnistes.
There are many search engines available for usage. Satyaet al. (2007) in this study, the authors have
An analysis of the way they work is shown and isstib 450 ssed the image retrieval process in threesstep
not meet the expectation. The search engines used  amely, feature extraction, image matching, feekibac
Yahoo search, (2) Bing search, (3) Google searginen ¢, yser. Based on the feedback relevance, they dsie

for the testing purpose. In the same order as D@l ¢ ither narrowed down for obtaining more accuracy.
above the searching ha_s been done and the obtemats They considered color, texture and shape propeiies
have been presented king. 1-3. The search was done for retrieving the images from the database.

the query-“Sachin Tendulkar with cooling glass™. Khanet al. (2011) the authors of this study have tried to
2.1. Google Image Sear ch get a search en_gine with external query being stggho
The methodologies the authors have followed arer @oid
Yahoo Image Searcttigure 2 is also as bad as texture alone and nothing more than that. Alsoetfi®mo
Fig. 1 with results which are not of interest to the jystification on why the same has been selectetlablaas
searching person. been used for the implementation part.
2.2. Bing Search-Beta Version Kondgkaret al. (201.0) this study_is almost the similar
the previous one with some minor changes in the
From all the above three searches done in threeuam approach. Here the texture, color and shape haea be
image search engines, one can understand that thiaken into consideration. But no justification Hasen
searching methodology has an explicit shortcomihighv ~ made on in which order the feature comparison tdet
has to be addressed (Shrireinal., 2012a). The aim of the done and statistics are also not presented. Mahéab
research is to propose a methodology which oversomebeen used for this implementation as well.
the problems faced in such existing search engines. Considering all these observations and analyses, th
Apart from the search engines that have beenresearch is aimed at creating a better methodofogy
prevailing in the market, a good amount of papergeh  CBIR with better accuracy and speed. Also we haenb
been analyzed and read through. Though many papersonsidering several other features for the reseait
were read in the process of carrying out literaiinevey, referred many more papers in this area. All of them
few are found be worth briefing which are releventhe indicated clearly in the references section.
research being currently carried out.

Su et al. (2011) in this study, the authors have 3.PROBLEM STATEMENT
integrated data mining with the image processing by . _ _ _
including clustering, transformation and navigation ' The problem involves entering an image as a query

into a software application that is equipped to lewp
CBIR techniques to extract visual properties andcha
them. This is done in order to retrieve the images

techniques. Query processing phase, image seaade ph
knowledge discovery phase, data storage phasehare t

phases in which they approach the problem. database that are “visuallv similar” - T
. y similar” to the inputige”.
Smeulderset al. (2000) the authors considered the Retrieving images in text based image search has

desc_ription of content in two steps. First, thesedssed  |yaen very inaccurate. CBIR has proven to be very
the image processing operations that transpose thgccyrate and efficiency rate has been tremendously
image data into another spatial data array andléd/i  jhcreased. So, researchers have been continuously
the methods over local color, the local texture|omal working on making CBIR a more efficient one. The
geometry. They considered cultural, geometric, proposed research also has aimed towards a better
physical, literal, perceptual, categorical featufes  working model for CBIR. Focus has been given to
extracting the images. They also considered theyque spatial domain and better search results are utain
space definition and initialization. Spatial meaning, analysis of the pixels in the ieag

Stanescu and Burdescu (2005) the system the authonshich contain the color, position and the count.tiWi
have discussed the insertion of new images in thethese parameters taken into consideration one eta g
database and also two ways of querying the databaséetter search engine created effectively and oesish
Simple text-based and content-based visual quaking also aims at the same.
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Fig. 1. Results obtained from Google image search
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Fig. 2. Results obtained from Yahoo image search
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Fig. 3. Results obtained from Bing image search
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4. PROPOSED METHODOL OGY

Since the legacy method which is followed for binitd
up CBIR is proven to be lacking perfection, new
architecture incorporating methodologies discussee is
presented ifrig. 4. The following are the steps involved in
the image matching and retrieval. This provideasididea
on how retrieval is carried out. This is not theafimodel to
be followed for a perfect retrieval. There needbeaa lot
research done in detecting order of features tosed and
the same has been presented in detail at thestatges of
the paper. But this has taken a lot of refinemadtananges
to arrive at the final sequence of the methodototpebe
followed for efficient CBIR. This sequence is juat
template over which the system has been constructed

Following are the methodologies involved and the
same has been diagrammatically drafteBig 4.

The color histogram represents the color distriputin
an image. This histogram represents the numbeixefsp
that have color values that span the image's spkxe, i.e.,
the set of all possible colors. One such histogganerated
for a color image and is presented beloWwii 5.

2012b). The histogram calculation is similar to tirey
scale image calculation; the difference is that the
calculation is to be performed in all the threenpla The
different plane histogram is as showrHig. 6.

4.1. Entropy

Entropy is defined as the amount of information
contained in the image. It used to identify the
redundancy in an image. Entropy is a facilitatorgts
the set of images which are closer to the fed iipage
as mentioned earlier. In simple terms, the numider o
different colors present in the image can be foood
with entropy calculation:

Entropy = x (log x)

The information from an image can be modeled as a
probabilistic process. A random event (pixel valti)
that occurs with probability P(E) (the probabilityf
occurrence of the pixel values) is said to contain
information I(E) = log(1/P(E)) where I(E) is call¢iie self-
information of the image. If I(E) = 0 then there ns

The color histogram can be calculated from the RGBinformation. If the logarithm is considered as bas¢hen

planes of the image. Pixel values in all the 3 gfaare
calculated individually and plotted (Shrirart al.,

the information is expressed as bits. The entrapyatso be
called as the uncertainty in the information présen
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Histogram of colour imzge

Fig. 5. Histogram of a color image

Histogram ofRed Plane Histoge of reen Fene Histogram ofBlue lane

Fig. 6. RGB planes of color image shownHig. 5

The entropy is given by the expression: appropriate match. Those images are the closeshrat
) the given query image in term of the probabilistic
Y. p(@hlog(p(al) distribution of the pixels.
Using the entropy information of an image we can 42. Texture (GLCM) Grey Level Co-
get the total distribution of the information iretimage. Occurrence of an Image

In the proposed system the entropy of the entitabdese
images is retrieved and stored in a text file otioe
query image entropy is obtained it is comparedgitie
Norm 1 or the Euclidean distance formula:

GLCM is the method used to obtain the second order
statistical texture features; this approach has lised in
various applications. Another simple example is
presented iffrig. 7.
d(p,q)= d(q,pF A GLCM matrix rows and columns indicate the no.

2 _ of grey levels in the image or in other words tle of
J@ -+ @=pf e+ @ n grey levels is the size of the matrix. The matrix
_ /Z”:(q “n ¥ elements P(i,i|ldx,dy) is the relative frequency hwit
il which two pixels are separated by a pixel distafubg
dy), occur within a given neighborhood. | and |j

Once the distance is calculated for the comparedindicate the intensity of the 2 pixels consideredthe

images the least distance measure gives us thérequency measure.
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Similar

Fig. 7. Texture

Once the GLCM matrix has been obtained then the

various features can be obtained like the enemyopy,
homogeneity, contrast and various other featurasrdy
of the GLCM matrix is given by:

ZiZj P Q)

4.6. Region of Interest (ROI)

ROI (Speed up Robust Feature) is one of the most
frequently used interest point detectors and
descriptors which were developed by Bay al.
(2006). The Speeded up robust features algorithen is
scale and rotation-invariant interest point detectad

Energy is 1 for a constant image. The energy givesdescriptor which is computationally fast. To make i

the squared sum of the probabilities.
4.3. Homogeneity

It is a measure of closeness of the distribution fo
elements in the GLCM. Its range is from O to 1:

P(i, j)
Z‘Z" (i+]i=j0)
4.4, Corrdation

It is the measure of how correlated the pixel to it
neighbor over the whole image.
Range is between -1 and 1:

(—u)( -1 @)
ZJ: (ai 0))

4.5, Contrast

It is the measure of intensity of contrast withpexst
to its neighbors over the entire image:

2li=iPpG.

It ranges between 0 and (size of GLCM-1)
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computationally fast, it uses Integral images. keg
points are detected by using a Fast-Hessian mathi.
descriptor describes a distribution of Haar-wavelet

5. ASSUMPTIONSAND ENVIRONMENT
USED

Images ranging from 5000 to 25000 have been used
as database for the offline CBIR technique proposed
The images are heterogeneous in nature with differe
file formats. The images are of the formats a.JPEG
b.BMP c.PNG and c.TIFF. The content of the images a
Fruits and vegetables, Butterflies, Birds and Natur
sceneries. The images are not stored in a grouped
manner; instead all the images are randomly stdrbid.
will help in understanding how efficient the search
engine designed will work.

For carrying out the complete research Desktop
machines with 2 GB RAM has been used. Intel Core 2
Duo is the processor that was in place in the mrechi
Efficiency has been tested later in a downgradédpse
with having Intel Pentium P4 with 1 GB RAM. Therasv
no significant performance degradation in this sdco
case. The Ubuntu (Linux) is the operating systeedus
Initially for understanding the histogram MATLAB wa
used. But later on for a better result a navigatias been
made to OpenCV, which is a freeware.

JCS



Shriram, K.V. et al. / Journal of Computer Scietfg2): 272-284, 2014

Following Fig. 8 shows the basic design of our CBIR the search design which has been done with OpenCV

system followed in Matlab. This has been used basic
design which has been taken further to get a beésign
using OpenCV. Here as shown in the design, theevetr
of images happen in three stages, in the initedest we
retrieved images with respect to the color, if tleer is
satisfied with the retrieval results, we stoppegte¢htself,
there by not giving much work to the system. If,nibe
retrieval was carried out based on the texture hef t
images. If the user is still not satisfied with tlesults, we
calculated the entropy of images before compaitiegnt
The results obtained were good but not excelleritlwh
motivated us to include the region of interest ad mto

which gave a better result when comparing.

Note: One very important point to note is, before
uploading an image into the image database, we have
to check its specifications. If the image doesn’t
correspond to our requirement of 256bit, we had to
convert it into an image of bit depth equal to 8e W
used rgb2ind() method for achieving this. One more
important prerequisite to deal with images in MdiLa
is the image size. We chose the dimension 160*120.
We wused the built-in function imresize() to
automatically convert the images before uploading
into the database.

Query image

Image database

Resize the image Results Yes
160%120 . A\
satisfactory? End

Convert the
image toan 8 \J/

bit image Extract

/| entropy of
images

Extract color,
texture properties

Extract color,
texture properties

Compare for similarity

Show
results

5

Compare for
similarity

Show
results

Fig. 8. Design diagram
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After including Entropy, it is proven to be wortland
search was definitely better (Vasudewenal., 2012).
Since there will be a better perfection with Openi@ér

we have navigated to OpenCV to get the completein the result analysis.

research carried out there and the details of Hmees
have been provided in the following sections. Raiig
are the features used in CBIR construction whickery

novel (Shriranet al., 2012a):

» Keyword based search
» Histogram

* Entropy

* Texture

* ROI (Region of Interest)

6. EXPERIMENTAL SETUP AND
RESULTS

Following are the combinationsT#éble 1) of the
methods which are found to be successful. Resthall

other which can be seen from thig. 10-13.

All the above tested combinations seem to be very
effective and here is the summary of the successful

combinations presented:

e Histogram, Texture, Entropy and ROI
e Histogram, Entropy, Texture and ROI
< Entropy, Histogram, Texture and ROI
e Entropy Texture Histogram and ROI
e Texture Entropy Histogram and ROI
e Texture Histogram Entropy and ROI

GLCM
database

Input image

\  matching

|
S (GLCM)

=il £ 3 e
/ Texture based ‘ Histogram database

Stage 1 output

/ Histogram
matching

\\a.___._,/.’

Entropy
base
. matching
NREa

‘Emrop_v database ’—H Stage 2 output

SURF

Stage 3 output
database i

|
/

A

e pniar

/" Regionof =
| interest match |
\._ing (SURF) ~

Finest closest
match

Fig. 9. Flow diagram with combinations
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methods are found to be inefficient or inaccur@ee
such combination is also tested which comprised of
Histogram, Entropy, ROI and Texture. It is also e@d

Only the sixth combination is explained here.The
Flow diagram inFig. 9 clearly helps us to visualize the
schema of how input from one stage is passed adheto
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Fig. 12. Level 3 filtered results
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Fig. 13. Level 4 filtered results

Table 1. Combination of methodologies used

(Attempt-1 with Histogram, Texture, Entropy and ROI
(Attempt-2 with Histogram, Entropy, Texture and ROI
(Attempt-3 with Entropy, Histogram, Texture and ROI
(Attempt-4 with Entropy, Texture, Histogram and ROI
(Attempt-5 with Texture, Entropy, Histogram and ROI
(Attempt-6 with Texture, Histogram, Entropy and ROI

If ROI is used first, the time taken to get thetlmeatch
for so many images, say about 20,000 will be vergeh
The core aim of any search engine is to get theclsieg
done at the earliest with the best possible rasiltthe
match. In the event of using ROI as the level-teriihg
option it would be computationally very much intiesto
filter best images from all the available imagegeiiually

are constructed. One can understand from the graphs
drafted below that, above prescribed 6 combinatiemgld

yield better results when compared to the 7th coatiain,
which is not the best choice. The below resultrésnf a
database with 20,000 images. The results obtamed &ll

the graphs are all self-explanatory.

Above graphFig. 14 has the accuracy comparison
done with all the combinations.

Figure 15 shows the time taken by each
combination andFig. 16 deals with results with
different database sizes.

Figure 17 shows the result obtained with different
image contents.

Figure 18 shows a comparitive result between

it would take more time which is not the expected performance in embedded and PC.

outcome. That is the reason, the research did s®©ROI
as the first option in the searching methodologhdso,

the search engine should give first best matcht best
match and should go on. In the event of using RQhé
first level and rest of the methods subsequeritly résults
obtained are poor after the first closest match.offler

combinations other than above mentioned are foormet
failing to get best results.

7. TESTING, ANALYSISAND
INFERENCES

After an intensive research being carried out it
methodologies for CBIR like Histogram Texture, Bply
and ROI. It is observed that the following comhimas are
found to be effective in producing effective result

Histogram, Texture, Entropy and ROI
Histogram, Entropy, Texture and ROI
Entropy, Histogram, Texture and ROI
Entropy Texture Histogram and ROI
Texture Entropy Histogram and ROI
Texture Histogram Entropy and ROI

All the below mentioned results are with a PC with
OpenCV in place. To get an understanding about the

performance, the test cases were used, the folipgviaphs
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The following graph has images ranging count
from 5000, 10000, 15000 20000 and 25000 images in
the database.

The next level of analysis with different imageghwi
following contents in the image has been tested and
results are presented in the graph shown below.

Since it is always a best practice to test thewsot:
or hardware that is being developed or designeddchs
tested under various tough operating conditionss th
research has also been subjected to same kindtofge
The following table has the details of the testesaand
testing carried out in PC as well as embedded grtatf
along with the results:

e PC with 1000 images: It was tested with 1000
images in the database and the result was pass and
the behaviour was consistent and precise. Time
elapsed: 22 sec

< PC with 10000 images: It was tested with 10000
images for the image search and the result is pass
and the behaviour was consistent and successful.
Time elapsed : 23.5 sec

e PC >10000 images and <25000 images: It was

tested with about 20000 images and the result was

pass. Time elapsed varied between 25 to 28 seconds
to fetch the best results

JCS
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No image: With the no image in the database thes Testing with multiple applications being launchead i
search failed to find any match and the result is parallel: It was tested with 20000 mages whereether

hence pass was no impact in the performance and the result was
PC with 2GB RAM: 15000 images were tested and pass with time elapsed being 20 sec

the result is pass with 22 sec * Using keyword based search with CBIR: The result
PC with 4GB RAM: 15000 images were tested and was pass

the result is pass with 20 sec .

Using irrelevant keyword based search with CBIR:

Immediate check on system boot: Result is pass with  The result was fail

22 sec and the search was tested with 15000 images

Repeated search for the same query. It was tested f 8. FUTURE PROSPECTS

15000 images and the search settles down in 19 sec

Stress testing by using the different input imaiges ~ The necessity of having a better search enginénfage
search: The images were tested and the results wer@ith more precision is obvious. Especially with tinend
obtained between 20-25 sec towards smart phones, faster ways of image seanctdw
System forced to sleep/hibernate and on waking upbenefit the mobile industry to a great extent. Gueh
image search to be carried out: It was tested withsearch engine is crafted which can be used with thet
20000 images and the result is pass with 22 sec smaller computational engine and PC as well.

Accuracy analysis

120
100 ¢
o 80|
=
@A 60 |
40 |
20 ¢}
o | ittty
Combo- Combo- Combo- | Combo-| Combo: Combo+ Combo-
. Lo 2 13 L4 s 1 6 |7(fail))
s Accuracy (%) 98 95 95 90 90 93 20
=4#=Final stage images count 5 o 7 6 5 5 5

Fig. 14. Accuracy comparison-all the combinations

Time consumed

212

21
20.8
20.6
20.4
202

20 F * + ¢
19.8
19.6
194

Seconds

‘.Cornbo-l {Combeo-2 Combo-3 Combo-4 C‘ombo-f- Combo-6 Combo-'s'-
| | | | | | (fall)
——Time taken 20 | 21 20 20 20 21 20.8

Fig. 15. Time taken-all the combinations
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Time consumed
25

il

Combo 1] Combo 2] Combo 3 Combo 4 Combo 5] ' Combo 6 Combao 7

—_ =
(=TS ]

Seconds

'® 5000 images T 10.3 10.3 11
®10000Tmages 13.5 | 125 | 127 | 131 | 136 | 141 | 138
®15000Images 15 147 | 16 157 | 162 161 162
©20000fmages, 17 | 17 | 18 192 | 201 | 203 | 212
©25000 Images . 20 212 | 232 | 228 | 237 | 221 | 236

Fig. 16. Time consumed-different database sizes

Performance with different image tvpes

120
100 — > + ¥
) 80
D
=
% 60
40
20 L = o -
0 .
Butterfly Vegetables T Birds Natural scenes |
(== Accuracy (%) 98 96 97 98
|=@-Time taken (seconds) 20 21 25 20
Fig. 17. Comparison with different image content
Embeded Vs. PC
120
100 '\
80
2 60 \\
9
v
40
20 \
0 " . .
Accuracy (in %) Time taken (in seconds)
—4— PC with openCV 98 20.1
~#—-Embedded platform 98 192

Fig. 18. Performance comparison on embedded Vs. PC

The searching mechanism includes Keyword basedlsear of methodologies. Results reveal that six of ther fo
Histogram, Texture, Entropy and Region of Inte(esdI) methodologies fetch results with good accuracy aitigin
methodologies which itself is a novel approach pred an appreciable timeframe as well.

to be worthy in using with CBIR. In addition, thesearch The keyword based search even though not very
has been extended to deciding the best order otation accurate it's presence to a great extent helps in
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narrowing down the images to be searched as mdkeof guidance in all possible way for this research. tank
times the image we need is named appropriatelysex u all the reviewers of this study for their helpfdnoments
can avail or waive this feature. Further refinifget and suggestions.
output we start identifying and matching texturBg.
identifying analysing and matching repeating pater 11. REFERENCES
and by analysing its relative position to each pthe are

Bay, H., T. Tuytelaars and L.V. Gool, 2006. SURF:

Speeded up robust features. Comput. Vis., 3951:

able to further increase the accuracy.
Also the research has driven us to the conclusiah t
404-417. DOI: 10.1007/11744023_32
Khan, W., S. Kumar, N. Gupta and N. Khan, 2011. A

with Region of Interest (ROI) based matching dan¢hie
proposed method for image retrieval using

first level, the engine responds very slowly anddeeit is
not a wise option to have the ROI at the level-ic&®done f )

histogram values and texture descriptor analysts. |
J. Soft Comput. Eng., 1: 33-36.

with the PC (Linux/Ubuntu), the journey was towards

porting the CBIR to a smaller, mobile computing iaag

Immediate, obvious choice was Beagle board whichKondekar, V., V. Kolkure, G. Sodal and J.

supports OpenCV. The code ported to Beagle boarkedo Mudegaonkar, 2010. Image retrieval techniques

fine and the results were a repeat of the PC wittn@QV. based on image features: A state of art approach fo
Coming to the improvement prospects and future CBIR. Proceedings of the_z Internatlonal Conference

enhancement opportunities, the above methods haat g and Workshop on Emerging Trends in Technology,

potential and serve as the forerunner of many rdstho Feb. 26-27, ACM Press, Mumbai, India, pp: 998-

come. The same CBIR methodology can be moved &vid 999. DOI: 10.1145/1741906.1742145

searching. Selective information retrieval fromead can ~ Satya, K. S. Prakash and R.M.D. Sundaram, 2007.

be done i.e., say a particular car image from theieris to Combining novel features for content based image
retrieved it can be accomplished using the sansa ittan retrieval. Proceedings of the 6th EURASIP Confezenc

applications in military projects like advanced dac

recognition, image decoding and morphing. As astulee
in CBIR based search engine, it can also be mavedline

Focused on Speech and Image Processing, Multimedia
Communications and Services, Jun. 27-30, Maribor,
pp: 373-376. DOI: 10.1109/IWSSIP.2007.4381119

image searching which again if adopted in a mobile Shriram, K.V., P.L.K. Priyadarsini and V. Subashri,

platform can take us one step closer to making lmobi

operating systems equal to ones to in PC’s. It evdnd
another interesting area of research in searcinengi

9. CONCLUSION

Most of the previous researches have taken Histogra

and Texture alone for getting the best match. Asatter
of fact, in this research the CBIR has been testith

smaller computational engine and it was proven éo b

worthy as well where we have proved using an ogtuahi
set of attributes for the image in the databasmdsigh to

produce the best results where we have taken prinatd

the size of the database also is not exponentaifye. A
software based search engine which is highly capabl
retrieving images based on the shape, texturegmnand

region of interest has been developed considetfiag t

these are the only set of attributes that needettaken
into consideration. Complete information and dstaih
how all of the above have been performed is predent
this study. All the scenarios have been testedrasdlts
have been analysed as well.
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