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Abstract—Muti-view Web services have brought many advantages regard-
ing the early abstraction of end users needs and constraints. Thus, security has 
been positively impacted by this paradigm, particularly, within Web services 
applications area, and then Multi-view Web services. 

In our previous work, we introduce the concept of Multi-view Web services 
to Internet of Things architecture within a Cloud infrastructure by proposing a 
Proxy Security Layer which consists of Multi-view Web services allowing the 
identification and categorizing of all interacting IoT objects and applications so 
as to increase the level of security and improve the control of transactions. 

Besides, Artificial Intelligence and especially Machine Learning are growing 
fast and are making it possible to simulate human being intelligence in many 
domains; consequently, it is more and more possible to process automatically a 
large amount of data in order to make decision, bring new insights or even de-
tect new threats / opportunities that we were not able to detect before by simple 
human means. 

In this work, we are bringing together the power of the Machine Learning 
models and The Multi-view Web services Proxy Security Layer so as to verify 
permanently the consistency of the access rules, detect the suspicious intrusions, 
update the policy and also optimize the Multi-view Web services for a better 
performance of the whole Internet of Things architecture. 

Keywords—Cyber Security, Internet of Things, Cloud, Multi-view Web ser-
vices, Security layer, WADL, WSDL, Restful Architecture, Artificial Intelli-
gence, Data science, Machine learning 

1 Introduction 

Multi-view Web services bring together the flexibility of Web services as well as 
user-oriented concept of the Multi-view abstraction notion. Therefore, in our previous 
works [1] and [2], we proposed a standardization and Restful implementation of Mul-
ti-view Web services. Moreover, in our work of [3] we came up with a new Layer 
(Proxy Security Layer) based on Multi-view Web Services in such manner to play a 
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central role of communication control between IoT objects and applications within 
Cloud infrastructure. 

In this work, we are moving forward, and improving the architecture of the Proxy 
Security Layer, through the integration of Machine Learning Models [15] as a key 
mean of training and optimizing the Multi-view Web services and then to make the 
Proxy Security Layer more accurate, self-updating and intelligent. 

Indeed, the proposed architecture in our work of [3] injects a new Layer to secure 
transactions of IoT objects and applications within Cloud infrastructure, however, this 
layer is manually maintained, which is not practically possible especially when deal-
ing with large amount of IoT objects and applications. Thus, came the motivation of 
this work, to address this issue by taking advantage of Artificial Intelligence and par-
ticularly Machine Learning Models in order to dynamically train and maintain the 
Proxy Security Layer. 

In the following section, we discuss a brief technology over view as well as the 
state of the art of Machine Learning and Cyber security. 

In section 3, we give a description of the problematic and also a detailed explana-
tion of our contribution. Also in this section, we will highlight the main advantages of 
our contribution. 

Afterwards, in section 4 we give a conclusion, before indicating some perspectives 
and future work in section 5. 

2 State of the art 

2.1 Multi-view Web services 

The notion of Multi-view has been introduced in many previous works including 
[4]. This notion deals with end-users specificities at an early phase of conception 
especially with Object Oriented Modeling. 

Hence, Multi-view allows making the abstraction level while modeling a system 
more efficient, less redundant and better secure. These improvements were possible 
through the injection of two main concepts: 

View: Every atomic operation that can be done by one or multiple users (can be as-
sumed to Web services methods) 

Point of view: A set of views that can accessed by one or multiple users 
Besides, the Multi-view concept was integrated with Web services in the work of 

[5] via the mechanism of the decomposition, the idea is to break down Web services 
to multiple Sub Web services (considered as views) and then generate for each user a 
set of Sub Web services according to his needs and access rights (considered as Point 
of view). 

Moreover, an implementation of Multi-view Web services was proposed in the 
work of [6]. This implementation relays on an extension of the WSDL standard defi-
nition to a new derived definition called WSDL-Us. 

Furthermore, in our work of [1], we went further and proposed a standard defini-
tion of Multi-view Web services that brings a new way of implementing Multi-view 

66 http://www.i-jes.org



Paper—Towards Machine Learning Models as a Key Mean to Train and Optimize Multi-view… 

Web services based on WSDL description format in addition to an automatic genera-
tion rules of this WSDL description. 

Likewise, in our work of [2], we proposed another implementation of Multi-view 
Web services which is based on WADL description format so as to enlarge the inte-
gration possibilities of Multi-view Web services. 

2.2 Internet of Things 

Internet of Things (IoT) [7], can be considered as the evolution of the previous 
generation of connections between network nodes. In fact, IoT extend the notion of 
inter-connection to every object that is capable of sending or receiving a digital mes-
sage. Objects can be devices, sensors, cars, home appliances, watches … and the 
messages can be used for state description, send instructions, alerts, monitoring… 

The application of this communication architecture is really widespread among dif-
ferent kind of industries, and can bring a real business value when used in an efficient 
manner and setup with the right configuration. 

Nevertheless, as articulated in [8], there is yet a lack of standardization in IoT area. 
In fact, IoT objects generally relay on manufacturer’s standards and formats to ex-
change messages. Hence, there are still some challenges when it comes to security, 
performance and interoperability regarding IoT implementation. 

In our work of [3], we also highlighted some security topics of IoT architecture that 
have been brought to the table by other works [12]. Such as Single Sign On, IoT net-
works analysis, IoT security common issues analysis and also a meta-model that pro-
pose security as a service (Secaas) 

2.3 Cloud Computing 

Cloud computing [10] is a custom service allowing organizations to get access to 
Infrastructure, Platforms, computation capacity or even Software without a long term 
investment. In fact, the outsourcing of such services makes it possible for companies 
(especially the ones that are not specialized in IT) to focus on their main business and 
let the service provider take care of all constraints related to infrastructure, platform 
and software maintenance and administration. 

The infrastructure is hosted on the internet and maintained by the service provider 
as agreed upon the SLA (Service Level Agreements). 

This concept brought many advantages regarding the scalability and flexibility of 
IT infrastructure, indeed, with Cloud computing it is possible to pay exactly what is 
consumed (cost optimization), to scale whenever needed (depending on business 
needs), to manage the whole platform remotely and also to delegate the security up-
dates policy and compliance rules to the service provider (mutual costs). 

Depending on the company’s needs, the Cloud service can be (but not limited to): 
Infrastructure as a Service (IaaS): In this kind of service, providing, the whole 

access is given to the customer to run and administrate the Infrastructure, this may 
include CPU, Memory, Hard Drive, and Operating System. Thus, the maintenance of 
the Infrastructure is carried by the customer. 

iJES ‒ Vol. 6, No. 4, 2018 67



Paper—Towards Machine Learning Models as a Key Mean to Train and Optimize Multi-view… 

Platform as a Service (PaaS): When allocating a platform as a service, the service 
provider should give access to an operational platform that the customer will use to 
set up his own software packages. The platform is maintained by the service provider; 
however, the software applications are taken in charge by the customer. 

Software as a Service (SaaS): With software as service, the customer will have 
access to all needed applications without any effort of installation or maintenance, the 
whole software service is operated and guaranteed by the service provider, even the 
upgrade of software version. In this case, the software is ready to use and the custom-
er just need to manage users and settings of the application. 

Several works tackled the security within Cloud infrastructure, the work of [11] for 
example, proposed a solution by introducing the concept of Security as a Service 
(SecaaS), which consists of giving the customer the possibility to get access to pre-
secured services, which means, the service consumer will no longer need to put in 
place and maintain any policy or rule of security since the security constraints are 
taken in charge in a centralized manner by the service provider. 

Security of IoT objects within a Cloud infrastructure is also an important topic with 
many previous contributions and dedicated works, such as [9] that gave insights and 
examples of measures that can be put in place while setting up IoT architecture. 

2.4 Proxy security Layer 

Our work of [3] dealt with Multi-view Web services as a key component to build a 
new architecture layer (Proxy Security Layer) that provides a central control of the 
whole communications between IoT objects and applications within Cloud infrastruc-
ture. This control is achieved thanks to a User’s Matrix table that contains all IoT 
objects (considered as Users) with the correspondent Point of view of each object (a 
set of views, each view is basically an application’s operation). “Table 1” presents a 
reminder of the Muli-view Object’s Matrix table defined in our work of [3]. 

Table 1.  Multi-view Object’s Matrix 

IoT Objects Cloud Applications or objects 
Application 1 Application 2 IoT object 6 … 

Object 1 MVWS 11 MVWS 12 xxx … 
Object 2 MVWS 21 MVWS 22 MVWS 26 … 
…     

 
In addition, “Figure 1” presents an extract of the Proxy Security Layer architecture 

as described in our work of [3]. 

68 http://www.i-jes.org



Paper—Towards Machine Learning Models as a Key Mean to Train and Optimize Multi-view… 

 
Fig. 1. Architecture schema of the Multi-view Web service security Layer 

2.5 Artificial Intelligence 

Artificial Intelligence (AI) [13] is the science of imitating the human being cogni-
tive intelligence in order to “learn” or “solve problems” as humans. 

Over time, machines have became more and more “intelligent” which means capa-
ble of accomplishing tasks that were done only by Humans before, these tasks can be 
“manual” such as robotic industrial maneuvers, or “cognitive” such as image recogni-
tion, playing games or even self-driving cars. 

In IT domain, the scope in which the machine has replaced the human is becoming 
larger and larger as the servers are becoming powerful and the algorithms more “intel-
ligent” (can learn and solve problems). 

Yet, there are still some frequent debates about what can be classified as AI or not, 
what can be done by machines or not, whether we can “trust” machines or not and if 
one day machines will reach the level of consciousness or not… Whatever answers 
would be, what we can actually notice for the time being is that machines are bringing 
a remarkable value in terms of Robotics, Learning and Natural Language Processing 
among others. Nevertheless, the work of AI still needs to be controlled (for instance 
we cannot rely on a medical diagnosis done by a machine without physician verifica-
tion). 

One of the most important items of Artificial Intelligence is the Machine Learning, 
in fact, the capacity of humans to learn is something that has amazed researchers’ 
long time ago and has been a subject of lot of works and publications. Thus, lot of 
effort has been made to create algorithms capable of learning as humans from mis-
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takes and reacting to the surrounding environment through discovery and adaptation 
faculty.  

2.6 Machine Learning 

Machine Learning [14] is the science of studying how machines can learn from ex-
perience such as humans. 

This learning is realized thanks to statistical techniques and empirical data without 
a previous programming activity. In fact, unlike the programming science, Machine 
Learning deals with unknown results, in other words, Machine Learning helps figur-
ing out new patterns, making predictions and also bringing new insights that we were 
not able to discover before by classical data analyze (Business Intelligence) and Data 
Mining techniques [18]. 

Among others, Machine Learning is used within IT organizations as a sub field of 
Data Analytics so as to find a new generation of solutions based on historical data. 

This usage may be for inside IT maintenance (such as filtering E-mails, Intrusions 
detection, or computer vision) or to create Business value (such as predict the custom-
er behavior, assess the Return on Investment, and evaluate an insurance product risk). 

Machine Learning is operated mainly by dedicated contributors called Data Scien-
tists; these contributors should have some important perquisites like: 

• Mathematical and statistics background (Quantitative skills) 
• Technical and Software programming aptitude 
• Critical mind set, permanently questioning the results 
• Curiosity and innovation thinking, “Think out of the box” 
• Strong communication and Data representation skills 

The Machine Learning tasks can be operated with predefined labels (list of classi-
fication categories that the results should fall into) and possibly, with “feedbacks” or 
“indicators” to drive the learning process; in this case we are talking about Supervised 
Learning. Or, without any clue about what the result can look like, in this case we are 
talking about Unsupervised Learning. This second category of Machine Learning is 
used to discover hidden patterns in Data or explain a strange phenomenon. 

Supervised Learning: Supervised Learning [15] relays mainly on the notion of 
“training data”, this data is composed of historical examples and consists of (inputs, 
outputs) vectors that will be used to build a new inference function. This inference 
function is utilized to predict outputs depending on the inputs (automatic mapping of 
inputs - outputs). 

This learning process can be refined continuously through new examples and feed-
backs that contribute to the re-adaptation of the inference function. Then, the results 
can be controlled and the accuracy of the inference function can be assessed. 

One main concept to take under consideration when carrying Supervised Learning 
and Machine Learning in general is that the results strongly depend on the amount of 
injected data. In fact, the more data we inject to the machine the more accurate the 
result will be. 
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One good practice also in this category of learning is to train the model with only 
80% of data (training data), and leave the 20% for validation purposes (Validation 
data). Indeed, since we have the inputs – outputs of the remaining 20% validation 
data, we will be able to verify the accuracy of the results and then to assess the rele-
vance of the chosen model. 

As the use cases of unsupervised Machine Learning, the expected outputs and also 
the nature of data can vary, then the choice of the appropriate model can also vary 
depending on the case. That is why we usually do not use one model to build the in-
ference function, but we apply multiple models so as to choose the more suitable at 
the end (with the higher accuracy rate). 

The most commonly used Supervised Learning algorithms are: 

• Support Vector Machines 
• Linear regression 
• Logistic regression 
• Naive Bayes 
• Linear discriminant analysis 
• Decision trees 
• K-nearest neighbor algorithm 
• Neural Networks (Multilayer perceptron) 

Since the scope of this work do not include the implementation of one particular 
algorithm, we will not go further in the description of these models. Instead, we will 
focus on how to bring the power of Machine Learning together with the flexibility of 
Multi-view Web services to inject an “Artificial Intelligence” within the Proxy Secu-
rity Layer. 

Unsupervised Learning: Contrary to Supervised Learning, with Unsupervised 
Learning [16] there are no initial labels or [inputs – outputs] examples. The classifica-
tion is applied to the learning data and the outputs are usually unexpected patterns and 
models. 

In this case of Unsupervised Learning, there is no precise way to verify the accura-
cy of the model, it is left to the experts’ appreciation to confirm or invalidate the re-
sults. 

Unsupervised Learning can be grouped mainly to two groups: 

• Clustering: This type of models is used to group some type of data fields by the 
same characteristics or behaviors (such as grouping students having the same social 
habits) 

• Association rules: This kind of algorithms can be used to discover some hidden 
associations in the data (such as students subscribed to the course A would also be 
interested in course B) 

Some examples of algorithms used in Unsupervised Learning are the following: 

• Clustering 
• Anomaly detection 
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• Neural Networks 

Reinforcement Learning: Reinforcement Learning [17] is characterized by the 
concept of “feedback”. This feedback can be a reward or a punishment depending on 
the interpretation of the system. In fact, the agent (which is the Machine Learning 
algorithm actually) take actions in a given environment, and is provided with a feed-
back and a new state of the environment. Hence, the agent is built in such manner to 
learn permanently a new way to take actions that will maximize the reward and mini-
mize the punishment as well as maintaining the environment in a stable condition. 

This Machine Learning category is not about a concrete inputs – outputs as Super-
vised Learning, instead, it is about improving permanently the results through experi-
ence and then gain strong skills regarding the given environment. 

Additionally, the application domains of Reinforcement Learning are numerous 
and can vary among resources management and planning, traffic control, robotics, 
Chemistry, marketing, advertising and also games. As an example, one of the most 
important achievements of Reinforcement Learning is the computer program Al-
phaGo developed by Google DeepMind [20] beating Lee Sedol with the final score of 
4 – 1 in the favor of AlphaGo. 

2.7 Machine Learning in Cyber Security 

Machine Learning has been introduced in many previous works as a key support 
mean of traditional IDS (Intrusion Detection Systems) solutions to update IT security 
policies, and discover a new patterns of cyber attacks. 

The work of [18] consists of a survey of Data Mining and Machine Learning meth-
ods for Cyber Security Intrusion Detection. This work focus on some examples within 
the state of the art of existing Machine Learning and Data Mining methods that are 
used to support the IDS for a better and more efficient intrusion detection. 

This same work [18] summarized some selected use cases of each method and de-
scribed the correspondent Cyber Data sets. In addition, a comparison of implementa-
tion complexities and challenges is addressed and discussed. 

However, this work relays only on existing researches, and do not bring a new con-
tribution to enrich the scope of Machine Learning application within the field of 
Cyber Security. 

Besides, the contribution of [19] gave an overview of cyber-attacks vulnerabilities 
as well as some Machine Learning methods used to set up more reliable cyber-
defense systems. Afterward, in the work of [19] there is also a description of some 
specific cyber-security problems (misuse detection, anomaly detection, intrusion de-
tection, scan detection, profiling network traffic, privacy preserving) with related 
Machine Learning solutions as well as a discussion about challenges and difficulties 
with each method. 

Eventually, in [19] there is also a discussion about emergent cyber attacks and 
some research axes regarding the cyber defense strategies that can be put in place to 
face this threats (which can be considered as a research area to cover in the near fu-
ture). 
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3 Our contribution 

3.1 Problematic 

In our previous work [3] we proposed a Proxy Security Layer which is responsible 
of controlling and securing the communications within IoT architecture. This control 
is achieved among others thanks to the Multi-view Objects matrix table that contains 
all IoT objects and applications (Users, Points of view and Views) 

This table is given a central role within the architecture, and even though the 
WADL definition of Multi-view Web services is generated dynamically as proposed 
in our previous work, the identification, categorizing and optimization of these Multi-
view Web services are done manually. Hence, in a large architecture with huge 
amount of IoT objects and applications, it will be laborious or even impossible to 
manually establish, maintain and optimize this Multi-view Objects matrix table 

Therefore, in this work, we are coming up with a new solution to this issue by in-
troducing the concept of Machine Learning as a key element of the Multi-view Ob-
jects matrix table continuous improvement. This improvement can be reached via self 
trained models that are capable of proposing new classification (the correspondence 
between IoT objects and applications, can also be seen as access rules) in a supervised 
system (The classes are given prior to the model predictions, then each prediction 
should fall into a predefined class) or find a way to optimize and maintain the current 
classification in an unsupervised system (the model can predict new classes, which 
means we will be able to predict a new type of access rules) 

This amelioration will make the whole architecture more robust and sustainable. In 
the next section we are giving more details about this proposed approach. 

3.2 Proposed solution 

The value proposition of this work is articulated mainly in these areas: 
Supervised Learning: The system makes propositions of a new classification based 

on the historical data. In this case we can think of the new classification as the set of 
new Multi-view Web services and sub Web services with predicted access rules to 
some IoT objects or applications.  

In supervised learning the system will be given the classes that we are trying to 
classify into (for example a new Point of View and the related Views, which means 
the Multi-view Web services and Sub Web services) 

The following schema (Figure 2) illustrate the inputs and outputs of this category 
of Machine Learning 
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Fig. 2. Inputs and Outputs of Supervised Learning Models 

Historical Data: This part can be relatively huge depending on the depth of Data 
captured regarding the previous events of IoT objects accessing to applications or to 
other IoT objects. It is important to note that IoT objects can generate very quickly a 
large amount of data that cannot be processed manually. And there came the need to 
store and process this Data using Big Data technologies and Machine Learning algo-
rithms to get new insights from this Data. 

Open Data: This Data can be found publically and used for free without any con-
straints. Usually we make use of this Data when we do not have enough Data locally 
to give consistent predictions. Indeed, the more historical Data we have the best and 
accurate the predictions will be. In addition, this Data must be provided by an organi-
zation within the same industry and operations domain, in fact, heterogeneous Busi-
ness domains can result to an incoherent predictions. 

Training Data: Training Data is given as a teaching set of Data that is provided as 
examples. Again, the more sample examples are given the best results we will get. In 
our case, we can give some examples about access rights concerning some IoT objects 
and applications. 

Supervised Learning Models: The supervised Learning algorithms are multiple (as 
detailed previously) and can be implemented differently depending on the context 
(labels, variables, outputs, hyper parameters, Data…). In this work we do not deal 
with the implementation of a specific algorithm, instead we propose a meta model that 
rely on these algorithms to predict a new set of access rules (as shown in figure 2) 

The Supervised Learning Models will take into consideration all provided Data 
(Open Data, Training Data, and Historical Data) while running the selected algorithm 
with the defined parameters and then predict a new set of access rules. In our case the 
new set of access rules will be the Points of view and Views for each user (Cloud 
Applications and sub applications for each IoT object) 

As Supervised Learning algorithms are based on predefined classes, in our case the 
classes correspond to the set of predefined IoT objects and the Cloud applications 
(Users and Points of view) 

This prediction will make it possible to insert automatically new rules to the Multi-
view Objects matrix table as well as confirm or not the validity of the existing rules. 

New set of access rules: This new set is basically the update of the Multi-view Ob-
jects matrix table that will propose new entries to this table or update the existing 
ones. 
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Reinforcement Learning: This Learning method is based on Reward / Punishment 
feedback, in our case it can be used a posteriori after a classification by giving some 
feedback from agents (human or robot) regarding the prediction so as the model is 
improved permanently through feedbacks 

In the case of Proxy Security Layer, this method can be implemented by using an 
initial set of access rules, run the model to make the predictions and then check the 
results manually or automatically so that the model is updated accordingly 

The following schema (Figure 3) illustrate the inputs and outputs of this category 
of Machine Learning 

 
Fig. 3. Inputs and Outputs of Reinforcement Learning Models 

New set of access rules: This new set can be the result of a previous Supervised 
Learning phase or any initial set of rules stated in the Multi-view Objects matrix table 

Reinforcement Learning Models: Unlike the Supervised Learning, Reinforcement 
learning is concerned with the existence of an optimal solution. Thus, this method 
relies on continuous improvement process within a given environment. This im-
provement can be reached through a loop of feedbacks that the model get from agents 
by means of rewards / punishments depending on the prediction accuracy 

In our case, the environment will be the New set of access rules, and the agents can 
be human (system administrators, cyber security mediators…), robots (expert sys-
tems, automates) or both; the validated set of access rules will be updated and im-
proved continuously according to the agents feedback. 

Validated set of access rules: Since the Reinforcement Learning is a continuous 
process, each time we are applying Reinforcement learning models and taking under 
consideration the feedback from agents to set a new improved access rules list. This 
same improved list will be used as an environment to improve the access rules again 
and again in the Reinforcement process. The result of this process is the optimization 
and reliability of the Multi-view Objects matrix table, as well as the detection of ab-
normal activities which can help detect intrusions and breaches. 

Generally, in this kind of Machine Learning models, the target is to reach a better 
prediction each time; it is used when we are not looking for the best solution, but a 
better solution that can be improved through agent’s feedback and experience 

Unsupervised Learning: This Machine learning category deals with unknown pat-
terns and Data classification, in fact, unlike Supervised Learning, Unsupervised 
Learning models try to figure out new classes (also called labels) automatically. In 
other words, we will start from a set of Data and then apply the Unsupervised Learn-
ing inference algorithms to find patterns and classes. These classes will make it possi-
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ble to predict for future Data which pattern it matches, and subsequently predict the 
related characteristics accordingly 

Regarding the case of Multi-view Object’s Matrix table, the Unsupervised Learn-
ing can take as an input the validated set of access rules then apply inference algo-
rithms of Unsupervised Learning so as to figure out new classes. These classes repre-
sent the new patterns of IoT objects and Points of view. Therefore, this inference will 
help defining new categories of access rules that was not visible before in addition to 
optimizing the current access rules (for instance, when having lot of access rules with 
the same characteristics that are materialized by separated classes, Unsupervised 
Learning will bring a new class replacing the old classes. This substitution is possible 
as long as these classes have all the same behaviors statistically and then can be 
grouped to a unique class). As a result we will have an optimized set of access rules as 
shown in (figure 4) 

 
Fig. 4. Inputs and Outputs of Unsupervised Learning Models 

Unsupervised Learning Models: These Learning algorithms will take as inputs the 
Multi-view Objects Matrix table which consists of a new set of access rules and / or a 
validated set of access rules. Then apply inference algorithms so as to predict new 
patterns of Points of view and Users (Cloud applications and IoT Objects). These 
patterns will define the new optimized set of access rules 

It is to consider that the predicted patterns are not always applicable, in fact, some-
times some predicted patterns do not correspond to a valid set of access rules regard-
ing the actual context, in this particular case, these patterns shall not be considered 

Optimized set of access rules: This new set of access rules will be defined via new 
predicted patterns that will be used either to summarize the same kind of access rules 
into a unique access rule or to bring new classes that were not visible before (for in-
stance in case of a possible communication between an IoT object and an application 
that was not identified before because it has never happened). 

3.3 Advantages of the proposed approach 

In this work, we continue developing our previous works by injecting Artificial In-
telligence within the Proxy Security Layer. Thus we combined all advantages of Mul-
ti-view Web services and Machine Learning so as to build a strong meta-model capa-
ble of handling security issues concerning IoT communication within a Cloud infra-
structure. 
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Therefore, many advantages can be noticed regarding our contribution, among oth-
ers, we highlight the followings: 

• Addressing one of the most challenging subjects which is the Cyber Security of 
IoT devices within Cloud infrastructure 

• Enhancing security with IoT objects will lead to more application areas and then 
promote the usage of IoT among different industries 

• Bringing advantages of Multi-view Web services (Flexibility, Standard, restful, 
optimization, easy-to-use, self-validated, interoperability and automatic generation) 

• Injecting Artificial Intelligence allows to implement the Proxy Security Layer 
within large environments with huge amount of IoT objects since the data is treated 
dynamically by agents 

• Combining the three categories of Machine Learning (Supervised, Unsupervised 
and Reinforcement Learning) bring a powerful set of models that can be imple-
mented with different contexts and then cover a large amount of Cyber security 
concerns 

• Machine Learning allow to learn from experience, discover a new patterns and also 
figure out a new classifications, therefore, when bringing these elements to Cyber 
security, the defense strategy approach is more proactive than reactive. In fact, un-
like the classical IDS (Intrusion Detection Systems) IPS (Intrusion Prevention Sys-
tems) with reactive detection, our approach is proactive based, since it is possible 
to discover a breach before it happened and also predict vulnerabilities 

• The growing fast community of Data Scientists is updating permanently the Ma-
chine Learning algorithms and the public open data, consequently, the predicted 
data will be more and more accurate and relevant 

• As Big Data tools handle “structured” and “unstructured” data, it will be possible 
to explore a larger amount of data entries while making predictions and therefore 
figure out more accurate results 

4 Conclusion 

This work proposed a high level architecture of a Proxy Security Layer that takes 
advantages of Multi-view Web services properties as well as the intelligence of Ma-
chine Learning models. 

The idea behind our work is not to deal with a specific implementation of a Ma-
chine Learning algorithm in a given IoT – Cloud environment. Instead, our work is 
about to handle every kind of IoT environment by proposing a high level architecture 
that can be declined differently depending on implementation environment. 

The implementation of this architecture should take under consideration many pa-
rameters such as: The environment cyber attacks vulnerabilities, the available histori-
cal data, the confidentiality of transactions, the volume of IoT equipments, the toler-
ance level that we are willing to accept, and the available computational power … 
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Eventually, the implementation will not be about a best model to adopt, but about 
an initial most accurate model that we will improve over time through experience and 
feedback. 

5 Perspectives and Future work 

As future work, we will continue exploring the application areas of Muti-view Web 
services so as to create added value in different IT fields by means of the flexibility, 
standardization, automation and also easy-to-implement of Multi-view Web service. 

Moreover, there are some fields to be studied regarding Machine Learning and the 
solutions that they can bring to address Cyber security issues. 

Finally, the implementation possibilities can be an interesting zone to cover in or-
der to come up with specific solution to a given problem. 
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