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Abstract—Cloud Computing conducts application, infrastructure services or 

platform to a very large number of users with more choices and continuous 

changing requirements. Cloud providers are occupied in organizing data ware-

houses to arrange the continuous growth in cloud user’s acceptance. Features of 

cloud computing services have afforded an important tendency of companies 

choosing these services. In this case, many cloud users, who intend a certain 

service, and many cloud providers, who provision those services, create a com-

petitive market. Cloud computing is an architecture that provides various com-

puting resources as service over the internet.  The provision of such computing 

resources over the internet must be scalable and should be provisioned rapidly 

on-demand. This service provisioning in the cloud computing system is based 

on the Service Level Agreements (SLAs). The SLA represents service contracts 

signed between the service consumer and cloud service provider. In cases of vi-

olation of the SLA, penalties are associated. SLA also works as an assurance for 

the service consumer/client for ensuring efficient utilization of available re-

sources to minimize the cost of resource provisioning. To reduce/avoid SLA vi-

olations in the cloud computing system, we have proposed an SLA reduction 

framework in which we have considered three steps: (a) Scheduling algorithm 

to efficiently allocate cloudlets to the virtual machines based on the processing 

time of Host. (b) MinVm Scheduling algorithm: Allocates cloudlets to virtual 

machines based on cloudlet allocation counts to each VM (Virtual Machine). (c) 

Credit-Based VM Migration algorithm uses the credit of the VMs to take VM 

migration. To analyze the performance of the proposed framework and to com-

pare results with existing SLA aware scheduling algorithm cloudsim, simulation 

tool was used. At the end we have shown the results with the help of the graphs. 

Our work presents an approach, based on analysis and comparison of minimum 

utilization policy and novel SLA policy. It indicates the SLA variations and 

number of Virtual Machine migration. Moreover, we conduct experiments for 

comparing the effectiveness of the proposed utility-based solution. Through the 

tailored schemes and composition of our algorithm, these results achieve to de-

pict very less SLA violation. 
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1 Introduction 

In Cloud Computing, Service Level Agreement (SLA) represents a contract that 

points out synthesis of QoS (Quality of Services) in level and type in connection of 

cloud provider and cloud user.  Recently, cloud computing is getting a very important 

software delivery paradigm, mostly for matters of increased scalability. The scalabil-

ity advantages are proficient by the ability of autonomously and elastically scaling up 

or down so that cloud users’ preferences (SLAs) can be satisfied [1]. There are a lot of 

reasons in using Cloud computing resources, mostly, because major tech companies 

use the opportunity to afford on-demand absolute space of resources for an absolute 

time of execution, while holding all the investment dangers on their own, and as a 

consequence charge you in pay-per-use mode. Amongst others, the cloud computing 

services are as well proposed as Infrastructure as a Service (IaaS) where the cloud 

provider delivers a virtualized computing infrastructure, as a service. In this kind of 

service most of the administration and monitoring responsibilities are the provider’s 

concern [2].  The aim of an SLA is to crossover the gap between cloud service pro-

vider and cloud users or customers. However, there are a lot of issues and unsolved 

problems regarding the specification and the quantification of SLAs. 

Problem statement: Nevertheless, yet there is a gap in formalizing Service Level 

Agreements (SLAs) between the cloud provider and user. In addition, the industry and 

academia communities have not placed a boundary through a formal model or formu-

la which advices a certain business whether to opt for a cloud IaaS facility or not. 

Another subject that has to deal with SLA is the SLA violation. During the analysis 

and research regarding this problem we identify some mechanisms and techniques 

proposed by various researchers that help in the early management and detection of 

the SLA violation. 

2 Literature Review 

Recently, various approaches have been proposed for solving the SLA violation 

and failure problems that occur. Ivan Breskovic [3], introduces a method for autonom-

ic ally deriving public SLA templates based on user requirements. The SLA mapping 

approach uses public SLA templates to show group of products traded on the market, 

and private SLA templates to depict user requirements. After a new public SLA tem-

plate is obtained, users’ SLA mappings represented to the first public SLA template 

are autonomous adjusted in order to be feasible to the new public SLA template.  In 

addition, the first public SLA templates can be erased and substituted by the new 

templates, abstaining continuously growing number of public templates on the mar-

ket, and establishing the market more efficiently. However, the authors do not specify 

the main parameters of SLA configuration in multi-cloud environment. In our frame-

work we have indicated the energy consumption and Virtual machine migration roles 

in the negotiation model. Atul Gohad [4] presents an approach towards reaching self-

adaptive cloud cooperation. Their model opts the best possible cloud cooperation 

between multiple potential dependent cloud provider collaboration links. The for-

iJES ‒ Vol. 9, No. 2, 2021 33



mation of cloud provider cooperation is widely based on cloud provider possibilities, 

tenancy requirements, cost modeling of every cloud provider and its functional capa-

bility at the Software as a Service (SaaS) layer. They present an algorithm to form 

dynamic cloud cooperation and thus define the most appropriate connections within 

the providers. The system architecture consists of these components: Cloud Provider 

Model, Power Consumption Tracker, provider cost analyzes and the Provider Cost 

Graph. However, this research lack on Virtual Machine Scheduling optimization that 

we have enhanced in our paper. A. Kertesz [5] propose a novel holistic architecture 

called SLA-based Service Virtualization (SSV) made on agreement negotiation, bro-

kering and service deployment combined with business-oriented operation. They also 

use the Autonomic Computing technology to inspect their introduced architecture and 

study how the principles of Autonomic Computing emerge in the basic components of 

the architecture in order to face with changing user requirements and on-demand 

failure handling. Autonomic systems need high-level guidance from humans and 

decide which steps should be done to maintain a stable system. This kind of systems 

constantly adapts themselves to changing environmental conditions. Additionally, to 

this negotiation model we have provided alternatives of combining VMs (Virtual 

Machines) to deal with certain solution in Cloudlet, Data Center and VM specifica-

tions. 

Shyam S. Wagle [6] propose the SLA insured brokering framework which matches 

the requirements of the clients with SLA provided by Cloud Service Providers (CSPs) 

using similarity matching algorithm and readiness to pay capacity for the services. It 

also calculates the services certified by CSPs for certifying and ranking the CSPs. 

Initially, they establish the cloud brokering architecture which matches the clients’ 

requirement. Clients’ requirements are matched using SLA templates provided by 

CSPs and provides the service package based on their requirement and readiness to 

pay capacity of them for the services. Second, instead of proposing SLA based ser-

vices, their framework also measures the current services offered by CSPs and com-

pares with SLA proposed by corresponding CSPs for CSP certification and ranking 

the CSPs. In comparison to the Shyam research, our algorithm. The proposed algo-

rithm achieves better results (VM migration: 188 & host shutdown: 85) in Cloudsim. 

Abdel-Rahman Al-Ghuwairi [7] proposed a flexible model to bring up-to-date cloud 

computing SLA time to time, in order to obtain a dynamic SLA complying with con-

ditions and eliminate costly violations. The Architecture of their example is Service 

Oriented Architecture (SOA). Their model contains the services listed below: Moni-

tor, analyzer and terms generator. The monitor constantly controls the QoS parame-

ters like accessibility and the data that will be transmitted to the analyzer to determine 

if there has been a violation as opposed to the values approved on the first SLA. In 

case of a violation in any of the QoS [8] parameter occurs, deliverance to customer 

and providers will be stored in the database with its parameters. In case an update is 

required as approved on the first SLA or the contract has expired and needs to be 

renewed, the new terms generator offers other parameters for each QoS in accordance 

to the SLA-violation and SLA-penalty implementation which stored in SLA database. 

The above evaluated papers lack of expressing the heterogeneity of services and 

communication between geo-distant clouds by avoiding SLA-violation. However, this 
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research lacks the analysis of main QoS parameters like: Energy consumption in 

cloud servers and Virtual machine migration. 

The research goal: The aim of an SLA is to crossover the gap between cloud ser-

vice provider and cloud users or customers. However, there are a lot of issues and 

unsolved problems regarding the specification and the quantification of SLAs. To 

reduce/avoid SLA violations in the cloud computing system, in our work we propose 

an SLA reduction framework in which we have considered three steps: Migration 

control of VMs, Energy efficiency and VmScheduling [9]. To analyze the perfor-

mance of the proposed framework and to compare results with existing SLA aware 

scheduling algorithm CloudSim simulation tool was used. At the end we have shown 

the results with the help of the graphs. Our work presents an approach, based on anal-

ysis and comparison of minimum utilization policy and novel SLA policy. It indicates 

the SLA variations and number of Virtual Machine migration. Moreover, we conduct 

experiments for comparing the effectiveness of the proposed utility-based solution. 

Through the tailored schemes and composition of our algorithm, these results achieve 

to depict very less SLA violation. 

3 Cloudsim Toolkit 

Cloud computing frequently qualifies issues of distinct load, energy performance, 

designing and scheduling other applications and services for the cloud environment 

that can be resolved by utilizing CloudSim. CloudSim can be explained as an inde-

pendent platform that ensures an extendable simulation toolkit that affords modeling 

and simulation of cloud computing systems and application providing environments. 

CloudSim consists of these fundamental assets which makes it suitable for simulating 

cloud: 

1. Ensures controlled and a repeatable environment to establish and simulate cloud 

entities 

2. Can be expanded to comprise user defined policies for cloud 

3. Ensures variable infrastructure modeling, variable network architecture and feder-

ated cloud support 

4. Ensures VM provisioning, Host provisioning, network provisioning and applica-

tion provisioning [10]. 

3.1 Cloudsim features 

i. Datacenter 

The datacenter is the most important element of any cloud computing system. Dat-

acenter is comprised of hosts and hosts arrange virtual machines that are responsible 

for lower level or current processing of cloudlets (tasks) in the system. Overall, a data 

center is a physical environment solution considered for housing computer systems 

and related components. The required physical environment facility encompasses 

power supplies with the opportunity to provide backup power [11]. CloudSim Data 
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center class represents a cloud resource, whose host list are virtualized. It deals with 

processing of VM queries (handling of VMs) instead of processing cloudlet related 

queries [10]. 

ii. Datacenter Broker 

This class models a broker, which is engaged for mediating between cloud users 

and cloud service providers depending on users’ QoS requirements. The broker dis-

seminates service tasks through clouds [13]. Datacenter Broker works as a mediate 

between user and cloud service provider, whose main role is to ensure SLA and QoS 

requirements specified by the user. Datacenter Broker contains the submit Cloudlets 

method that schedules cloudlets to VMs [14]. 

iii. Host 

The host manages a list of VMs. The host assigns processing capabilities to VMs 

like speed, MIPS, memory, storage. 

iv. Virtual Machine 

Virtual machines are portable, inter-operable, and logically independent. Each VM 

established is assigned to a Host where all its computational requirements are met.  A 

virtual machine is a multiuser distributed resource that provides heterogeneous service 

to all computer or network resources [15]. 

v. Cloudlet 

Cloudlet in CloudSim represents the workload, which should be executed along the 

simulation run of the CloudSim simulation engine. Cloudlet in CloudSim is a model 

class that is within the package. In CloudSim, cloudlets are computational require-

ments which VMs should fulfill. Overall cloudlets are tasks in CloudSim [16]. 

4 Experimental Setup 

This section contains an analysis and justification of scientific results. The division 

into units is recommended. 

In this section we have provided the execution parts of the algorithm. We have de-

scribed the content of the executed files, their responsibility, and the alternatives of 

combining VMs to deal with certain solution. 

The tables shown below indicate the characteristics of the various components used 

in the simulation. 
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Table 1.  VM Specification 

Parameter Description 

Size 7000 MB 

Ram 512 MB 

MIPS 600+ rn.nextInt(300) 

Bandwidth 1000 bps 

Number of Pes 1 

Vmm Xen 

Table 2.  Cloudlet Specification 

Parameter Description 

Length 700+ rn.nextInt(300) 

File size 300 MB 

Output size 300 MB 

Number of Pes 1 

Table 3.  DC (Data Center) Specifications 

Parameter Description 

Architecture X86 

Os Linux 

Vmm Xen 

Time zone 10.0$ //time zone this resource located 

Cost 3.0 $ // the cost of using processing this resource 

CostPerMem 0.05$ //the cost of using memory in this resource 

costPerStorage 0.1$ //the cost of using storage in this resource 

costPerBw 0.1$ //the cost of using Bw in this resource 

Table 4.  DC (Data Center) Specifications 

Parameter Description 

Ram 2048 MB 

Storage 1000000 

Bandwidth 10000 bps 

4.1 Cloudsim simulation setup 

Datacenterbroker.java: Package: org.cloudbus.cloudsim in the source folder. 

This file is responsible for scheduling cloudlets to VMs so that user SLA and QoS 

are satisfied. 

DatacenterBroker.java file contains the submitCloudlets method which consists of 

the scheduling algorithm. 

The scheduling algorithm used here is minVmSelection algorithm. This algorithm 

selects the minimum allocated VM for allocation based on the allocation history of 

that VM. 
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a) CloudSimExample6.java 

b) Package: org.cloudbus.cloudsim.examples in the example folder. 

Using this file, we can create a scalable simulation in CloudSim. This file contains 

methods responsible for  

• Creating VMs 

• Creating Cloudlets 

• Creating Datacenter 

• Creating DatacenterBroker 

• And the method for printing the results on the console. 

c) PowerVmSelectionPolicy 

Enterprises are moving to PowerVM virtualization to depict multiple workloads 

onto fewer systems, by improving server utilization, and by that reducing cost. This 

technology provides a secure and scalable virtualization environment for heterogene-

ous applications (AIX, IBM, Linux) built in accordance to the advanced reliability, 

availability, and serviceability methods and the advanced characteristics of the Power 

systems platform. As a summary, we can define the PowerVM as the industrial 

strength virtualization solution System servers and blades. Through this technology 

clients control costs and improve overall performance, flexibility, availability and 

energy efficiency. 

Package: org.cloudbus.cloudsim.power 

This method is responsible for identifying VMs to be migrated. 

d) PowerVmAllocationPolicy 

Package: org.cloudbus.cloudsim.power in the source folder. 

This file contains a method for identifying over-utilized hosts. For running the 

simulation, we need to combine VmAllocationPolicy and VmSelectionPolicy. 

VmAllocationPolicy determines overloaded hosts and VmSelectionPolicy migrates 

Vms from overloaded hosts. 

e) LrMu.java 

Package: org.cloudbus.cloudsim.examples.power.random in example folder. 

LrMu file does the work of combining VmAllocationPolicy and VmSelectionPoli-

cy 

5 Changing Parameters 

As Cloud computing has become the new paradigm for task execution, Virtual Ma-

chine configuration indicates a critical role in the performance of this paradigm. Fur-

thermore, it depicts the process of selecting the equivalent configuration for task exe-

cution by conveying some static and dynamic factors of tasks. In our case study, the 

parameters of scheduling can be set using the following files: 
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Case 1: Changing number of VMs, the configuration of VMs, Hosts 

SLA Constants: CloudSim is one of the major breakthroughs, that have been 

widely employed by the research community to publish their optimized results related 

to their proposed algorithms and parameters regarding the VM migration. In our case, 

constant values are conveyed in constants.java file under 

org.cloudbus.cloudsim.examples.power package. 

The number of VMs and Number of Hosts: Host executes actions related to 

management of VM in regard to creation and destruction. It has a defined policy or 

rules for provisioning memory and allocation policy. A host is associated to a data-

center which can host virtual machines. 

The RandomConstants java file under 

org.cloudbus.cloudsim.examples.power.randompackage can determine the number of 

VMs and Number of Hosts. 

6 Simulation and Result Analysis 

Simulation Parameters: 

Table 5.  VM Specifications 

Parameter Description 

VM Type Small Instance: 1 EC2 Compute Unit, 1.7 GB 

VM MIPS {2500, 2000, 1000, 500} 

VM PES {1, 1, 1, 1} 

VM Ram {1, 1, 1, 1} 

VM Bandwidth 100 Mbit/s 

VM Size 2.5 GB 

Table 6.  Host Specifications 

Parameter Description 

Host Type HP ProLiant ML110 G5 (1 x [Xeon 3075 2660 MHz, 2 cores], 4GB) 

Host MIPS {1860, 2660} 

Host PES {1, 1, 1, 1} 

Host Ram {4096, 4096} 

Host Bandwidth 1 Gbit/s 

Hos Storage 1 GB 

Constants: 
Number of Hosts: 800 

Number of VMs: 1052 

6.1 Result comparison of VM migration and host shutdown 

The following result depicts the number of VM migration and host shutdown. The 

proposed algorithm achieves better results (VM migration: 188 & host shutdown: 85) 

compared to the existing algorithm (VM migration: 209 & host shutdown: 87). 
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Figure1. Surface of errors of Sugeno type fuzzy systems 

Fig. 1. The number of VM (Virtual Machine) migration and host shutdown 

Package: org.cloudbus.cloudsim.examples.power.random 

 

SIMULATION_LIMIT = 60 * 60 

 

With existing VM selection policy (PowerVmSelectionPolicyMinimumUtilization) 

Experiment name: random_lr_mu_1.2 

Nr. of hosts: 50 

Nr. of VMs: 50 

Total simulation time: 3600.00 sec 

Energy consumption: 1.73 kWh 

Nr of VM migrations: 209 

SLA: 0.02918% 

SLA perf degradation due to migration: 0.27% 

SLA time per active host: 10.75% 

Overall SLA violation: 1.87% 

Average SLA violation: 11.03% 

Nr. of host shutdowns: 87 

Mean time before a host shutdown: 676.25 sec 

StDev time before a host shutdown: 668.17 sec 

Mean time before a VM migration: 19.38 sec 

StDev time before a VM migration: 8.16 sec 

Exec. time - VM selection mean: 0.00009 sec 

Exec. time - VM selection stDev: 0.00030 sec 

Exec. time - host selection mean: 0.00600 sec 

Exec. time - host selection stDev: 0.01957 sec 

Exec. time - VM reallocation mean: 0.00145 sec 

Exec. time - VM reallocation stDev: 0.00104 sec 

Exec. time - total mean: 0.01309 sec 

53%

47%

VM Migrations

MU

Proposed
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Exec. time - total stDev: 0.02141 sec 

With Proposed VmSelection Policy:  

Experiment name: random_lr_mmt_1.2 

Nr. of hosts: 50 

Nr. of VMs: 50 

Total simulation time: 3600.00 sec 

Energy consumption: 1.67 kWh 

Nr. of VM migrations: 188 

SLA: 0.01836% 

SLA perf degradation due to migration: 0.23% 

SLA time per active host: 7.89% 

Overall SLA violation: 0.76% 

Average SLA violation: 9.49% 

Number of host shutdowns: 85 

Mean time before a host shutdown: 598.29 sec 

StDev time before a host shutdown: 545.31 sec 

Mean time before a VM migration: 17.67 sec 

StDev time before a VM migration: 8.00 sec 

Exec. time - VM selection mean: 0.00009 sec 

Exec. time - VM selection stDev: 0.00030 sec 

Exec. time - host selection mean: 0.00436 sec 

Exec. time - host selection stDev: 0.01414 sec 

Exec. time - VM reallocation mean: 0.00173 sec 

Exec. time - VM reallocation stDev: 0.00135 sec 

Exec. time - total mean: 0.01155 sec 

Exec. time - total stDev: 0.01618 sec 

6.2 Result comparison of energy consumption efficiency 

Energy consumption, or we can also refer to energy efficiency, indicates the com-

plete infrastructure to reduce functional costs while maintaining vital QoS. Whereas 

energy optimization can be achieved by combining resources as per the ongoing utili-

zation, efficient and effective virtual network roadmap and thermal situation of com-

puting hardware and related nodes. Shown in the graph in Figure 7, the proposed 

algorithm consumes less energy (1.67 kWh) compared to the existing (MU) algorithm 

(1.73), meaning that in long distance usage it leads to energy optimization and by that 

be energy consumption efficient. 

iJES ‒ Vol. 9, No. 2, 2021 41



 

Fig. 2. Energy consumption for MU and proposed algorithm 

7 Conclusion 

In this paper, we presented an SLA violation reduction negotiation model in which 

we have considered three steps: Migration control of VMs, Energy efficiency and 

Virtual Machine Scheduling. We introduced our experimental setup implemented in 

CloudSim where we have provided the execution parts of the algorithm with the asso-

ciated parameters and results. We have described the content of the executed files, 

their responsibility, and the alternatives of combining VMs to deal with certain solu-

tion. Furthermore, we have proposed a more comprehensive VM selection policy to 

deal with energy consumption, VM migration and host shutdowns. 
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