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Abstract—The dropout high rate is a serious problem in E-
learning programs. Thus, it is a concern of education ad-
ministrators and researchers. Predicting the dropout poten-
tial of students is a workable solution for preventing drop-
outs. Based on the analysis of related literature, this study 
selected students’ personal characteristics and academic 
performance as input attributions. Prediction models were 
developed using Artificial Neural Network (ANN), Decision 
Tree (DT) and Bayesian Networks (BNs). A large sample of 
62,375 students was utilized in the procedures of model 
training and testing. The results of each model were pre-
sented in a confusion matrix and were analyzed by calculat-
ing the rates of accuracy, precision, recall, and F-measure. 
The results suggested all of the three machine learning 
methods were effective for student dropout prediction, but 
DT presented a better performance. Finally, some sugges-
tions were made for future research. 

Index Terms—Student Dropout, E-Learning, Prediction, 
Machine Learning 

I. INTRODUCTION 
The scale of E-learning has expanded continuously in 

the past 10 years due to its unique characteristic of being 
unconstrained by time or geographical limits. The number 
of registered students in American colleges and universi-
ties who participated in at least one online course from 
2002 to 2010 has maintained an annual growth rate of 
about 10-20%, and in 2010 the number reached 6.14 mil-
lion, accounting for 31.3% of all registered students [1]. 
According to statistics from the Chinese Ministry of Edu-
cation, in 2011, the scale of distance education for bache-
lor/college students reached 4.53 million persons [2]. 
Along with the rapid growth of E-learning, its problem of 
having a much higher student dropout rate than traditional 
learning has also become more prominent. Studies assert 
that the dropout rate for E-learning is 10-20% higher than 
traditional learning [3], while other literature indicates an 
even higher dropout rate. For example, the dropout rate 
for the Open University (UK) is as high as 78% [4]. In 
China, the dropout rate for traditional learning is about 5%, 
while the dropout rate for E-learning is as high as 15-40% 
[5-7]. 

High dropout rates have negative effects on both the 
educational institutions and students and are not condu-
cive for the healthy development of E-learning. Dropouts 
increase the average cost per student for education institu-
tions [8], as the cost for recruiting a new student is usually 

several times that of retaining a potential dropout [4]. 
From the perspective of students, termination of learning 
is a waste of their initial economic investment and effort, 
while the universal phenomena of dropping out is not 
conducive to the popularization of online learning [9]. In 
addition, high dropout rates will inevitably lead to lower 
graduation rates, which may have a negative impact on the 
social reputation of educational institutions, and in turn, 
may result in reduced government funding and subse-
quently lead to a vicious cycle [10]. The United States, 
Australia, Britain and South Africa all consider student 
retention rate as an indicator of governmental assessment 
of the quality of higher education institutions [11]. 

The means through which student dropout rates can be 
effectively reduced has become an unavoidable issue in 
the development process of E-learning, which has re-
ceived the utmost attention from educational institutions 
and researchers. Most of the existing empirical research 
investigates the patterns and reasons for student dropout 
from statistical patterns of attributions, such as demo-
graphic characteristics, semesters lost, course passing rates, 
and the field of study. Based on empirical analysis, re-
searchers have proposed a series of models to explain the 
factors for losing online learners and attempting to reduce 
the loss rate by preventing negative factors while improv-
ing positive factors at the macro level. However, as the 
individual differences of learners are large, improvement 
strategies on the macro level are often ineffective due to 
their lack of specificity. 

The premise for reducing dropout rates is to understand 
the various factors associated with dropping out. The key 
to reducing dropout rates is to make use of these factors to 
screen out potential dropout students and take targeted 
retention measures before the dropout behavior happens. 
This study makes use of the machine learning method for 
constructing prediction models and uses data from infor-
mation systems of online education institutions to train the 
models. After training, the obtained prediction model 
samples can then be used for predicting dropout behavior 
that has yet to occur. Online education institutions can 
make use of this method to identify potential dropouts in a 
timely manner and to take retention measures before the 
dropout behavior happens to reduce the dropout rate. 

Subsequent sections of this paper include the following: 
first, selection of input attributions for the prediction mod-
el is performed based on a literature review; second, an 
introduction is provided on the methods used in this study; 
third, prediction results are presented and analyzed; and 
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lastly, the research is summarized and possible future 
research directions are proposed. 

II. LITERATURE REVIEW AND ATTRIBUTION 
SELECTION 

Studies on the reasons for or factors of dropping out 
have a long history. Although these researches were not 
directly intended for predicting dropout potential, they do 
facilitate the selection of attributes for the prediction mod-
els in this study. Reviews on existing research results 
relating to the theoretical framework and empirical analy-
sis can help determine the input variables for constructing 
the prediction models. 

A. Theoretical Framework 
Tinto’s proposal of a higher education dropout model is 

an early theoretical framework in the field of dropout 
research [12]. The model proposed that a student's family 
background, individual factors and previous education are 
prerequisite factors for student dropout. Whether or not 
student will drop out depends on the interaction between 
the student and the learning environment during the learn-
ing process. These interactions primarily include academic 
integration associated with academic performance and 
intellectual development as well as social integration as-
sociated with peer interaction and student- teacher interac-
tion. Tinto's model, although not intended for E-learning, 
has a relatively important guiding significance for subse-
quent studies [13]. Based on Tinto’s research results, 
Kember introduced cost-benefit analysis for explaining 
the decision-making process of students dropping out, 
emphasizing that variables would change dynamically 
over time and that there would be multiple occasions in 
the students’ learning process when they decide whether 
or not to terminate or continue their studies [14].  

Bean and Metzner proposed a conceptual model for ex-
plaining the reason for non-traditional students dropping 
out, including the students of distance education [15]. The 
model stated that students’ intention for terminating learn-
ing is directly related to their academic performance 
(scores), academic variables (study habits and academic 
suggestions, etc.), psychological outcomes (efficacy, satis-
faction and pressure, etc.) and environmental variables 
(economic status, working hours and external encourage-
ment, etc. ), whereas prerequisite background variables 
such as age, gender, registration status, place of residence, 
educational objectives and previous education can either 
be directly or indirectly related to the dropout behavior. 

Based on a summary of the previous framework and re-
lated research, Rovai proposed a comprehensive student 
retention model that is suitable for E-learning (Figure 1) 
[16]. The model summarizes the influence factors into 1) 
students' personal characteristics (age, ethnicity, gender 
and academic preparation, etc.) and their learning skills 
(computer literacy, information literacy, time management 
skills and writing and reading abilities, etc.) prior to en-
rollment and 2) internal factors (academic integration, 
social integration, identity with the school and scoring 
performance, etc.) and external factors (economic situa-
tion, working hours, family support and life crisis, etc.) 
post enrollment. External variables, including individual 
student characteristics, learning skills and external factors, 
jointly influence students' decisions on whether or not to 
keep learning through internal factors. Based on Rovai’s  
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Figure 1.  Rovai (2003) model for integrated student retention 

model, Park highlighted that external factors influence 
internal factors both before and after enrollment; students' 
personal characteristics influence external factors, while a 
mutual influence exists between the internal and external 
factors. Based on the above analysis, Park proposed a 
theoretical framework for dropping out that was applica-
ble to adult E-learning [17]. Rovai’s and Park’s theories 
are relatively comprehensive summaries of influence 
factors of student dropouts supported by subsequent em-
pirical studies [13, 18]. 

B. Empirical Research 
Empirical research in the field of dropping out usually 

uses the classic dropout theoretical framework as its basis, 
and makes use of the following four methods to study the 
factors affecting student dropout: 1) acquire data  through 
questionnaires and analyze the correlation among varia-
bles; 2) identify the distribution trends of demographics 
and other attributions of dropout rate, using the data ac-
quired through questionnaires or obtained from the infor-
mation system; 3) identify the reasons for dropping out 
through the analysis of interview transcripts, using the text 
analysis method; and 4) a combination of the above three 
methods [19].  

Logistic regression is a method frequently used for ana-
lyzing the correlation between attributions in studies relat-
ed to student dropout rates. Roblyer et al. used a Likert 
scale that contained 60 measurable variables for conduct-
ing a survey of 2,162 E-learning students. Binary logistic 
regression analysis of the sample data revealed a relatively 
strong correlation between demographic attributions (such 
as age) and learning achievement (such as GPA) and stu-
dent dropout [20]. Nichols et al. made use of ordinal re-
gression for analyzing the data obtained from 
187questionnaires returned by  distance education stu-
dents; the results showed that among four sets of attribu-
tions (namely computer usage attitudes, learning motiva-
tion, perception of satisfaction and previous academic 
performance), only previous academic performance exhib-
ited a strong correlation with dropout [21]. Research by 
Zhang et al. used multivariate regression to analyze the 
data of 57,549 students from nine universities: results 
showed that demographic attributions such as gender, 
ethnicity and nationality attribution are significantly corre-
lated to dropping out [22]. Another logistic regression 
study conducted by Doherty   analyzed the data of 10,466 
students in the educational institution information system; 
results showed that the students’ demographic attributions, 
learning methods, and curriculum interaction were corre-
lated to dropping out [23].  

Other methods have also been used for identifying fac-
tors associated with student dropout. Mendez et al. made 
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use of the Decision Tree (DT) and random forest algo-
rithms for analyzing the data of 2,232 science and engi-
neering students and concluded that attributions such as 
the academic performance prior to enrollment and in the 
first year following admission and the number of courses 
undertaken were related to dropping out [24]. Araque et al. 
made use of principal component analysis in conjunction 
with the stepwise regression method to analyze the data of 
75,839 students from three universities in Southern Spain; 
results showed that attributions such as age, parents' edu-
cation, academic performance, number of courses retaken 
could be used for explaining dropout behavior [25]. Zhe Ji 
et al. made use of the structural equation modeling method 
for proving that social integration, external attribution, 
academic integration and academic disadvantages had 
impacts on student dropout [26].                  

Comparatively, Chinese researchers primarily use de-
scriptive statistics and interviews for investigating the 
factors associated with student dropout. Ying Li and re-
search team performed statistical analysis on the academic 
records of 142 student dropouts; results showed that low 
passing rates were closely related to students’ giving up 
their studies [5]. In other literature, the research team 
investigated the reasons for student dropping out through 
a questionnaire (118 students) and interviews (98 students 
and 40 teachers). The research concluded that in addition 
to course passing rate, other factors such as work and 
study conflicts, profession selection error, improper learn-
ing methods and emergencies were also key factors influ-
encing student dropout rates [27]. Several Chinese empiri-
cal studies found significant differences in dropout rates 
among students of different genders [28-30], ages [29-31] 
and study program level, these differences have also been 
confirmed in some empirical studies abroad. 

C. Selection of Attributions 
In this study, the attributions used for predicting drop-

ping out, in addition to being correlated to dropping out, 
also need to be obtainable from the information systems of 
online education institutions in real-time. Individual stu-
dent characteristics, which comprise demographic attribu-
tions, are information that most educational institutions 
collect during student registration. Individual student 
characteristics are set as the prerequisite factor for student 
dropping out in all of the above mentioned theoretical 
models, whereby its correlation with dropping out has also 
been supported by a large amount of empirical research. 
Students’ academic records, which reflect the students' 
academic performance, are data bound and stored in the 
information systems of educational institutions. In Tinto 
and Kember’s models, academic performance is reflected 
as academic integration, which was unrelated to dropping 
out. However, Bean and Rovai’s models proposed that 
academic performance was directly related to dropping 
out, which has been validated by a majority of the empiri-
cal research. 

Related research also identified many other factors as-
sociated with dropping out, such as factors involving edu-
cational institutions, including the difficulty of the curricu-
lum, academic support services, teacher-student interac-
tion, or study environment factors, (e.g., work study con-
flict, family support and emergencies) as well as psycho-
logical factors (e.g., study motivation, learning orientation 
and self-efficacy). Despite their association with dropping 
out,  it is  difficult or  impossible to  obtain  data related to  
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Figure 2.  Overall Research Framework 

these factors from the information systems of online edu-
cation institutions; hence, these factors were not used as 
input attributions for prediction in this study. However, 
there is a certain level of correlation between these factors 
and academic performance and hence can be represented 
by academic performance to a certain extent.  

This study used two sets of attributions, namely stu-
dents' personal characteristics and academic performance, 
as input attributions in the predictive model. These two 
sets of attributions were selected based on their close 
relation to dropout as well as ease of real-time acquisition 
from the information systems of educational institutions. 

III. RESEARCH METHODS 

A. Overall Framework 
This study makes use of the machine learning method 

for constructing a prediction model for dropping out to 
achieve the objective of identifying potential dropouts 
before the behavior happens. The essence of this study is 
the construction of a binary classification model in which 
the samples can be categorized into two classes, namely 
the dropout class and the retention class. The variables of 
a single sample are composed of two parts, i.e., the input 
attribution X = (x1, x2, ..., xn) and the category attribution 
Y; the process for constructing a classification model is 
the establishment of a mapping function y = f (X) in 
which the function can be used to determine the category 
attribution Y of a sample according to the sample’s input 
attribution X. The overall framework of the study is 
shown in Figure 2. 

The research can be divided into the following four 
steps: Step 1, Extract attribution data related to student 
dropouts from the information systems of online educa-
tional institutions, construct the training data set and feed 
the data into the dropout prediction model. Step 2, make 
use of the data to train the prediction models that were 
constructed based on machine learning methods such as 
the Artificial Neural Network (ANN), Decision Tree (DT) 
and Bayesian Network (BN) to derive the samples of the 
prediction model. Step 3, extract another section of data 
from the information systems for constructing a test data 
set and feed it into the actual samples of prediction model 
previously generated. Step 4, make use of the prediction 
model samples to perform predictions on the test data set 
and evaluate the prediction results generated. 

B. Data Description 
The source of sample data in this research is from the 

Open University of China, the largest online educational 
institution in the country, with a total of 3.59 million en-
rolled students at present. All courses of the Open Univer-
sity of China are conducted online; the school is an inno-
vative university that provides content-rich courses in 
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various forms for all members of the community. A rela-
tively high dropout rate has always been a practical issue 
faced by the school.  

The precise definition of a dropout is the foundation of 
this study, as it determines the principles for categorizing 
the attributions of sample data categories. Considering the 
validity of the study period for E-learning students, as 
stipulated by most higher educational institutions in China, 
is relatively long (eight years for the Open University of 
China), students may resume their studies after stopping 

for a while.  Additionally, as very few students voluntarily 
apply for withdrawal from school, it is difficult to define a 
real student dropout. Analysis of the school’s historical 
data revealed a strong correlation between students who 
“did not sit for final exams for two consecutive semesters" 
and those who "could not graduate within the study peri-
od." Table 1 shows that both the confidence level and 
integrity level are close to 90%. Therefore, this study 
defines student dropout as one who fails to sit for final 
exams for two consecutive semesters. 

TABLE I.   
DATA ANALYSIS FOR THE DEFINITION OF DROPOUT 

Grade Enrolled Number of 
Students (A) 

Number of 
Non-

graduates 
within the 

Valid Period 
(B) 

Dropout 
Rate (B/A) 

Number of Students 
Skipping Final Exam 
for Two Consecutive 

Semesters (C) 

Total Number of  
Non-graduates  
and  Students 
Skipping Final 
Exam for Two 

Consecutive Se-
mesters  (D) 

Confidence 
Level (D/C) 

Integrity Level 
(D/B) 

Spring 2003 12493 2354 18.8% 2225 2148 96.5% 91.2% 
Fall  2003 19413 3079 15.9% 3051 2812 92.2% 91.3% 
Spring 2004 10645 1793 16.8% 1821 1619 88.9% 90.3% 
Fall 2004 12615 1938 15.4% 1978 1663 84.1% 85.8% 
Spring 2005 9352 1494 16.0% 1561 1220 78.2% 81.7% 
Fall 2005 12866 2229 17.3% 2235 1859 83.2% 83.4% 
Total 77384 12887 16.7% 12871 11321 88.0% 87.8% 

 
Sample data in this study are comprised of relevant in-

formation from 62,375 students enrolled in the Sichuan 
Branch of the Open University of China in the three se-
mesters of Fall 2010, Spring 2011 and Fall 2011. Using 
students who failed to sit for final exams in the Spring and 
Fall semesters of 2012 as the determination criteria of 
dropout, the overall dropout rate was 10.4%. The data 
distribution is shown in Table 2.  

TABLE II.   
DISTRIBUTION OF RESEARCH SAMPLE DATA 

Grade Enrolled Number of 
Enrollment 

Number of 
Dropouts Dropout Rate 

Fall  2010 18608 2291 12.3% 
Spring  2011 20044 2263 11.3% 
Fall  2011 23723 1947 8.2% 
Total 62375 6501 10.4% 

 

The data only used the single semester in Fall 2011 as 
the inspection interval, whereas in practice, we used the 
end of the semester as the observation point for calculat-
ing the dropout rates, which has caused the dropout rates 
to be lower than what was mentioned in earlier sections of 
the study. Through the random selection method and in 
accordance with the data mining practices, we divided the 
overall data into the training set and the test set in the ratio 
of 7: 3. The dropout rates of the two data sets were gener-
ally consistent after the division. 

The attributes of the samples were associated with the 
students’ individual characteristics and academic perfor-
mance, with a total of 26 variables (Table 3). The majority 
of the variables in the individual characteristics variables 
category were obtained directly from the “student infor-
mation table” in the Academic Management System, 
while the variables for changes in student age were calcu-

lated based on the date-of-birth section. The variables for 
academic performance were calculated based on student 
scores obtained from the Academic Management System. 
Written test results were the scores for the year-end sum-
mative exams. Formative assessment results were the 
scores of homework or tests during the semester, while 
consolidated results were calculated from the combination 
of written test results and formative assessment results at a 
specific ratio. 

In order to improve the accuracy of prediction, missing 
data were filled using the most possible values in the data 
pre-processing stage, and the continuous numeric varia-
bles were discretized based on the requirement of the 
algorithm. Given the unbalanced characteristics (the ratio 
between dropouts class and retained class was 1: 9) of the 
data sets, to ensure that majority class of data was not lost, 
minority class (dropout class) data were duplicated to 
balance the data of the training set [32]. 

C. Machine Learning Techniques 
Few studies on the prediction of dropping out in E-

learning made use of the machine learning method; how-
ever, this method has been relatively widely applied in the 
telecommunications and financial sectors for customer 
churn predictions. For example, Tsai et al. made use of the 
DT and ANN for customer churn predictions for video-
on-demand service [33], while Huang et al. used 7 ma-
chine learning methods to predict customer churn for 
mobile communications companies [34]. Research related 
to customer churn predictions showed that machine learn-
ing methods, such as ANN, DT and BN, have relatively 
good prediction results; therefore, we have also selected 
these methods for predicting students dropping out in this 
study. A brief introduction to the three machine learning 
methods is provided in the following section. 
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TABLE III.   
VARIABLES OF SAMPLE ATTRIBUTIONS 

Individual Characteristics Academic Performance 
Serial Number 

of Variable 
Name of 
Variable Meaning of Variable Type of 

Variable 
Serial Number 

of Variable 
Name of 
Variable Meaning of Variable Type of 

Variable 

1 xxdm study centre multiset 14 avg_zhcj average consolidated result numerical 
2 zydm major multiset 15 max_zhcj highest consolidated result numerical 
3 zyccdm study level binary 16 min_zhcj lowest consolidated result numerical 
4 xbdm gender binaryus 17 cnt_total total of studied courses numerical 
5 mzdm nation multiset 18 cnt_pass total  of passed courses numerical 
6 zzmmdm political status multiset 19 cnt_notpass total of failed courses numerical 
7 hyzkdm marriage status binary 20 pass_rate pass rate numerical 
8 jgdm native place multiset 21 avg_sjcj average written test results numerical 
9 age age numerical 22 max_sjcj highest written test results numerical 

10 whcddm educational background before 
enrollment multiset 23 min_sjcj lowest written test results numerical 

11 hkxzdm live in whether country or town binary 24 avg_xkcj average formative assessment result numerical 
12 fbdm living place multiset 25 max_xkcj highest formative assessment result numerical 
13 xflydm tuition fee source binary 26 min_xkcj lowest formative assessment result numerical 

 
The ANN is composed of input layer units, hidden layer 

units, output layer units and connections between these 
layers; it is an algorithms model that simulates the neural 
networks of animals (Figure 3). The input layer unit corre-
sponds to each variable of the input attributions, while the 
output layer corresponds to the variables of the category 
attributions. Training is a process in which the weighting 
of inter-layer connections is adjusted based on the training 
using classified data that are already known to achieve a 
more accurate classification of data with unknown catego-
ries. The majority of ANN are based on the multilayer 
feed-forward error back propagation algorithm [35], 
which is also the calculation method adopted in this study. 

The DT is a tree-structured classification model; the 
root and internal nodes represent the input values of a 
certain attribution, the branch represents the output of the 
input value after the test, and the leaf node represents a 
specific category (Figure 4). ID3 and CART were the 
originally proposed DT algorithms, but researchers subse-
quently proposed the C4.5 and C5.0 algorithms [36], 
which are improved versions of ID3. All of these algo-
rithms made use of a non-backtracking greedy algorithm. 
In this study, the C5.0 decision tree classification algo-
rithm was also adopted. 

Bayes' theorem is the theoretical basis of the BN, and 
its essence is a probability network based on probabilistic 
reasoning. This probability network consists of two parts, 
namely the directed acyclic graph and the conditional 
probability table. Each node in the directed acyclic graph 
represents a random variable, while the conditional proba-
bility table is calculated from the data set. The algorithm 
can be divided into the exact inference algorithm and the 
approximate reasoning algorithm [37]. To ensure the effi-
ciency of the algorithm, this study adopted the relatively 
less complex approximate reasoning algorithm. 

IV. RESULTS ANALYSIS 

A. Methods of Analysis 
In this study, we made use of the confusion matrix to 
present the prediction results of the test, while the effect- 

Input 
Layer

Hidden
Layer

x1 xi xnx3x2
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y1 y2
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Figure 3.  Model of the Artificial Neural Networks Algorithm 
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Figure 4.  Model of the Decision Tree Algorithm 

tiveness of the prediction was evaluated using indictors 
such as the precision rate, the recall rate, the overall accu-
racy rate, and the F-measure.  

If the data set contains n distinct classes, the confusion 
matrix is an n ! n matrix. Given that there were only two 
types of data (dropouts or retainees) in this study, we have 
therefore adopted a 2 ! 2 confusion matrix (Table 4). 

Based on the confusion matrix data, the accuracy rate, 
the recall rate, the precision rate and the F-measure are 
defined as follows:  
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The precision rate of the retained class = A
A C+

, and the 

precision rate of the dropout class = B
B D+

. The recall rate 

of the retained class = A
A D+

, and the recall rate of the 

dropout class = B
B C+

. The overall accuracy rate 

= A B
A B C D

+
+ + +

, and the F-measure = (2 x accuracy rate x 
recall rate) / (accuracy rate + recall rate). 

B. Prediction Results 
After dividing the entire data set into the training set 

and the test set in the ratio of 7:3, the test set contained 
18,755 samples. Prediction model samples derived from 
three different machine learning methods were used for 
classifying the test data set, and the prediction results are 
shown in Table 5. 

The aforementioned evaluation methods were used for 
evaluating the results of the prediction (Table 6). In terms 
of the precision rate and the recall rate of the retained 
class, there was little difference in the performance of the 
three prediction models: ANN had the highest precision 
rate (98.85%), followed by DT (98.33%), and BN had the 
lowest precision rate (97.60 %). The rankings of the recall 
rate in descending order are: DT (95.76%), BN (95.67%) 
and ANN (94.63%). As for the precision rate and recall 
rate for the dropout class, there are some differences 
among the three prediction models: the DT had the highest 
accuracy (63.89%), followed by the BN (63.39%), while 
the ANN had the lowest precision rate (53.54%). The 
overall accuracy rate reflects the overall effectiveness of 
the prediction model. All three models had relatively high 
overall accuracy rate that exceeded 93%, and the rankings 
of the overall accuracy rate in descending order are: DT 
(94.63%), ANN (93.97%) and BN (93.92%).  

The objective of this study was to identify potential 
dropouts. The F-measure value targeted at the dropout 
class reflects the overall effectiveness of the prediction 
models in the prediction of the dropout class. The rank-
ings of the models in descending order are: DT (71.91%), 
BN (69.19%) and ANN (65.65%). In general, the three 
prediction models were all relatively effective at screening 
potential student dropouts; comparatively, the DT was the 
most effective and was more precise at the prediction of 
the dropout class. 
The precision of all three prediction models in the predic-
tion of the retained class was higher than the dropout class, 
which was mainly because the data attributions were not 
sufficiently comprehensive. Related research suggests 
there are many factors affecting student dropping out, and 
the differences may be large due to individual differences. 
Since the data in this study were obtained from the aca-
demic management systems of online educational institu-
tions, the study is constrained by the comprehensiveness 
of the data acquired; hence, we have only made use of the 
students' personal characteristics and academic perfor-
mance as input variables in the predictive model, which 
has an impact on the prediction accuracy. Improvements 
in the machine learning algorithms techniques may also 
help to increase the precision of the prediction. We have 
only made use of a single model for prediction in this 
study, whereas the use of integrated multi-model algo-
rithm will help to improve the precision to some extent. 

TABLE IV.   
CONFUSION MATRIX 

         Prediction 
Actual Retain Dropout 

Retain A C 
Dropout D B 

TABLE V.   
PREDICTION RESULTS PRESENTED BY THE CONFUSION MATRIX 

Predictive 
 

Actual 

ANN DT BN 

Retention Dropout Retention Dropout Retention Dropout 

Retention 16543 193 16457 279 16335 401 
Dropout 938 1081 729 1290 739 1280 

Total 17481 1274 17186 1569 17074 1681 

TABLE VI.   
EVALUATION OF PREDICTION RESULTS 

Evaluation Index ANN DT BN 
Precision rate of Retained Class 98.85% 98.33% 97.60% 
Precision rate of Dropout Class 53.54% 63.89% 63.39% 
Recall rate of Retained Class 94.63% 95.76% 95.67% 
Recall rate of Dropout Class 84.85% 82.22% 76.15% 
Overall Effectiveness 93.97% 94.63% 93.92% 
F-measure (of  Dropout Class) 65.65% 71.91% 69.19% 

V. CONCLUSIONS 
Through the summarizations and analysis of relevant 

literature on student dropout factors in conjunction with 
the online student attribution data stored in the infor-
mation system of educational institutions, this study used 
the personal characteristics and academic performance of 
students as the input attributions of the predictive model. 
Three machine learning methods (namely ANN, DT and 
BN) were used for predicting students’ dropout factors. 
Results showed that all three prediction models were rela-
tively effective at predicting student dropout or retention 
behaviors; among these, the DT had relatively better pre-
diction results. This study has a certain practical value for 
resolving the issue of high dropout rates in open and dis-
tance education, as it provides online education institu-
tions with a method for screening students with a potential 
to drop out before the dropout behavior happens.  

Using the method proposed in this study, we performed 
dropout predictions on existing students in the Sichuan 
Branch of the Open University of China. Subsequently, 
the list of predicted potential students at risk for dropping 
out were submitted to the divisions related to students’ 
learning support services so the school can implement 
targeted measures to retain the potential students before 
the actual dropout behavior occurs. Actual results proved 
that the accuracy of the list of the potential dropouts ob-
tained through this method was relatively high.  

The ultimate goal for research on student dropout pre-
diction is to improve the precision of the prediction. Given 
this objective, future research may be conducted from the 
perspectives of enhancing the attributions and improving 
the algorithms. First, learning behavior data can be ob-
tained from the academic management system to enhance 
the input attributions for the predictive model, thereby 
achieving the goal of improving the precision of predic-
tions; second, improvement can be made to machine 
learning algorithms, such as the use of integrated model, 
to improve the precision of the predictions. 
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