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Abstract—In this paper, the automatic generation of children's songs is 
studied. First of all, according to the number of key lyrics submitted by the 
songwriter, statistical machine learning is used to expand and obtain more 
theme-related lyrics, and then the first sentence is generated through the lan-
guage model automatically. On this basis, the subsequent sentences are generat-
ed through the statistical machine learning translation method. In the process of 
the generation, the statistical machine learning is used to expand the conception 
of the song, so as to get richer sentence candidates. The main features and con-
tributions of the study are: Firstly, the statistical machine learning translation is 
put forward as the theoretical basis, the preceding and next sentence relation-
ship of children's songs are mapped into the relation of the source language and 
target language in the statistical translation model, and the machine statistics 
learning translation model is designed with the integration of the domain 
knowledge of songs. Secondly, the statistical machine learning is used in the 
generation process to expand the lyrics words, thereby enhancing the theme and 
conception of the song. The experimental results have confirmed the effective-
ness of the proposed method. 

Keywords—Generation of Songs; Statistical machine Learning; Statistical ma-
chine Learning Translation; Automatic Evaluation 

1 Introduction 

Children's songs are a kind of songs, and the creation of children's songs focuses 
on beautiful words and metrical rhyme, requires completing the description of the 
theme content within the specified word count, and contains the specific conception 
and emotional expression. However, the wording and phrasing of children’s songs, 
rhythm and other constraints are the major obstacle in the learning and creative pro-
cess for the literary lovers without special training. We carry out the statistical ma-
chine learning of the large scale song data, integrate the knowledge of children's 
songs into the statistical probability model, and make use of the computer to assist in 
the creation of children's songs, which has not only provided support for the massive 
music culture lovers, but also has positive significance for the transmission and pub-
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licity of the Chinese culture. In addition, as the research in the field of natural lan-
guage generation, this paper has also provided new ideas for reference. 

In this paper, the automatic generation of children's songs is studied. First of all, 
according to a number of theme lyrics submitted by the songwriter, statistical machine 
learning is used to expand and obtain more theme related lyrics, and then the first 
sentence is automatically generated through the language model. On this basis, the 
statistical machine learning translation method is used to generate the subsequent 
sentences. In the process of generation, the statistical machine learning is applied to 
expand the conception of the songs, so as to get richer sentence candidates. The main 
features and contributions of this study are: Firstly, the statistical machine learning 
translation is put forward as the theoretical basis, and the preceding and next sentence 
relationship of the children's song is mapped into the relationship between the source 
language and the target language in the statistical translation model. Taking the melo-
dy and rhyme into consideration, the statistical machine learning translation model is 
designed to incorporate the domain knowledge of songs. Secondly, the statistical 
machine learning is used to expand the lyrics words in the generation process, thereby 
enhancing the theme and conception of the song. And the experimental results have 
confirmed the effectiveness of the proposed method. 

2 Related Work 

Foreign song generation research started in 1959, when Lutz [2] used the computer 
to generate the first song in German. The methods of song generation can be classi-
fied into the generation method based on template, generation and testing method, 
method based on the genetic algorithm, and the reasoning method based on instance: 

1. Based on the template generation method, a template is given for the composing of 
songs when the rhythm syntax and other constraints are met. 

2. Generate and test the methods. Generate the random lyrics sequence according to 
the formal requirements, and use the corresponding constraints and evaluation cri-
teria to determine whether the sequence meets the requirements. Manurung's Chart 
system [3], WASP system [4] and Tra- la - Lycics [5] are all based on this ap-
proach. 

3. Method based on genetic algorithm. Combining the genetic algorithm and the 
evaluation module, the generation module generates the candidate works using the 
genetic algorithm according to the syntax and other information, and the evaluation 
module scores the candidate output according to the certain criteria. The repre-
sentative systems include POEVOLVE [6] and McGonna g all [7]. 

4. Method based on instance reasoning. Through retrieving the existing songs, the 
content of the existing songs is adjusted according to the target information to be 
described by the user. ASPERA [8] and COLIBRI [9] are representatives of such 
method systems. 

Domestic song generation research started in the mid 90s of the 20th century, and 
has accumulated a lot of predecessors’ work so far. For example, Taiwan Luo Feng-
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zhu’s metrical check and rhyme lyrics search system. In the studies of Zhou Changle 
et al. [10] in the song generation, the method was to perform automatic song genera-
tion using the genetic algorithm on the basis of the given lyrics plate and prosodic 
template. In the aspect of Chinese couplet generation, the computer automatic couplet 
system developed by Microsoft Asia Research Institute of Natural Language Compu-
ting Group [11] applied the statistical machine learning translation to the automatic 
generation of the second line of the couplet. He et al. [12] drew on the idea of the 
generation of the second line from the first line of the couplet, and extended it to the 
automatic generation of children's songs. Genzel et al. [13] once also applied the sta-
tistical machine learning translation idea to the machine translation of songs with 
rhythmic constraints. 

In this paper, the method of statistical machine learning translation for the genera-
tion of children's songs is adopted. The preceding and next sentence relationship of 
the children's songs is regarded as the correspondence relationship between the source 
sentences and target sentences in statistical machine learning translation, and reasona-
ble specialization is conducted to the statistical machine learning translation model, so 
that it is consistent with the characteristics of the generation of the children's songs. 
By learning the creation knowledge of the songwriting from the training corpus, the 
automatic generation of the next sentence can be realized in the case of the existence 
of the preceding sentence. The children's songs generation method based on the statis-
tical machine learning translation of He et al. [12] requires the use of an artificial 
semantic classification dictionary - "Theories of lyrics in songs", the creator must 
select the key words in the dictionary to generate the first sentence, which is easy to 
result in the constraints to the creation themes. And as "Theories of lyrics in songs" 
was written in the 17th century, many of the lyrics are no longer in common use, 
which are easy to generate songs hard to understand. In addition, the statistical ma-
chine learning process does not take the consistency of the generated content and the 
presentation of the theme into consideration, therefore, the relevance of the generated 
songs and the themes is not taken into account as a feature. The result is rhetorical; 
however, it is often very difficult for the readers to appreciate the relatively consistent 
theme or conception. Finally, due to the lack of automatic evaluation method, the 
logarithmic linear model used for the decoding in the statistical machine learning 
translation does not make parameter adjustment yet, but based on the parameters set 
by the experience, this method may not be able to search the local optimal solution of 
the model. 

This paper is an improvement on the work of He et al. [12]. And the main features 
and contributions are as the following: (1) The statistical machine learning translation 
is put forward as the theoretical foundation, the relationship between the preceding 
and next sentence of children's songs is mapped to the source language and target 
language in the statistical translation model, and the statistical machine learning trans-
lation model is designed to integrate the domain knowledge of songs; (2) Introduction 
of the statistical machine learning as the semantic related extension of the related 
lyrics set, and the songwriter should be able to enter the key lyrics freely, making the 
creation of the themes more freely and extensively. Statistical machine learning is 
used to measure the semantic correlation between the generated songs and the theme 
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lyrics that is generate, which has enhanced the coherence of the content of the songs 
generated and the theme expression, and thus strengthened its artistic conception. 

3 Effect of Machine Statistics Learning on the Assisted 
Generation of Children Songs 

This section introduces the PLSA and its training method, and expounds the ex-
pansion method of the semantic related lyrics sets, as well as the semantic relevance 
measure between the generated songs and theme lyrics, at the same time, gives the 
algorithm for the generation of the first sentence according to the theme lyrics. 

3.1 Creation Architecture of Children's Songs  

Generally, the creation process of the children's songs can be broadly divided into 
the following steps: 

1. Have clear description of the themes, and these themes can be expressed through 
the specific theme lyrics. For example, writing a hometown missing song, the 
words such as "Homesickness" or "Hometown" and other specific words can be 
used to express the theme. 

2. According to the theme lyrics more semantically related lyrics are associated, such 
as from "Homesickness" associating to "Beloved mother" and "A letter from 
home" and so on. 

3. When the constraints for the children's songs are met, consider the creation of 
songs through the reasonable organization of these lyrics. 

4. In the process of completion of the whole song, refer to the preceding lyrics and 
theme to create the next sentence step by step, run in cycles until the whole song is 
completed. 

Accordingly, we design the specific structure of the children’s songs assisted crea-
tion system as the following (Figure 1): 
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Fig. 1. Children's songs assisted creation system architecture 

3.2 PLSA and its Training 

PLSA is an automatic document indexing method based on the statistical machine 
statistics learning information. It can deal with the problems of lyrics clustering and 
document clustering for the domain oriented synonymous lyrics or polysemy lyrics. 
Different from the co-occurrence relationship between the document and the lyrics 
obtained from the training corpus, PLSA makes use of the potential theme of the 
unknown variable, through analyzing the co-occurrence relationship among the poten-
tial theme, document and lyrics, to indirectly construct the co-occurrence relationship 
between the document and lyrics. The theory has two independent hypotheses: the 
document and the lyrics in the observation data do not have the bag-of-words; and the 
lyrics generated after the given theme are irrelevant to the document. From the per-
spective of the model generation, PLSA can be described as the following: 
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1.  Select the document d  from the document set with the probability P d( ) ; 

2. The document describes the theme t  with probability P d t( ) ; 

3. Describe the theme t using with the lyrics w  with the probability P w t( ) . 

Then the relationship between the lyrics and the final document can be established 
through a joint probability formula, as the following: 
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The idea of maximum likelihood is used to make estimation for ( )P w t , 

( )P d t and ( )P t . The maximum likelihood estimation process can be implemented 
by the EM (Expectation Maximization) algorithm. Finally, the co-occurrence matrix 
between the training set theme and the lyrics as well as the co-occurrence matrix be-
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themes, M is the number of the documents contained in the training data, and N is the 
number of lyrics), and then EM iteration is used for the optimization of the estimated 
values. EM iteration steps: Calculates the probability distributions of the observed 
lyrics and the document on each theme according to the current estimation parame-
ters; further optimize the estimation of the model parameters by the probability distri-
butions of the lyrics and the document on the theme. And the EM iteration equation is 
as the following: 

E-Step: 

 ( )
( ) ( ) ( )( )
( ) ( ) ( )( )

,

t

P t P d t P w t
P t d w

P t P d t P w t

!

!

"

=
" " "#

 (2) 

M-Step: 

 ( )
( ) ( )

( ) ( )
,

, ,

, ,
d

d w

n d w P t d w
P w t

n d w P t d w
!

=
! !

"

"
 (3) 

22 http://www.i-jet.org



Paper—Automatic Generation of Children's Songs Based on Machine Statistic Learning 

 ( )
( ) ( )

( ) ( )
,

, ,

, ,
w

d w

n d w P t d w
P d t

n d w P t d w
!

=
! !

"

"
 (4) 

 ( ) ( ) ( )
,

1 , ,
d w

P t n d w P t d w
R

= !  (5) 

In which R = n d ,w( ),n d ,w( )
d ,w
!  refers to the number of times that the lyrics ｗ 

occurs in the document ｄ. In this paper, TEM algorithm (Tempered EM) is adopted, 
compared with the conventional EM algorithm, by adding the coefficient ! to the 
estimation equation (2), it can effectively prevent the over-fitting of the parameters. 
After the training is completed, the document-theme co-occurrence matrix and the 
lyrics-theme co-occurrence matrix can be obtained. In the co-occurrence matrix, each 
document or lyrics can be described by a theme distribution vector whose dimension 
has the potential theme number of K. The corresponding theme distribution vector of 
lyrics or documents is used, combined with the similarity measurement method, to 
perform lyrics, document clustering or other operations in the vector space model. For 
example: There are six documents d1~d6 and two potential themes t1 and t2. After 
PLSA training is completed, the potential theme space of the document is represented 
in Figure 2. If the semantic relevance is calculated by Euclidean distance, the seman-
tics relevance of d1 and d2 is greater than the semantic relevance of d1 and d6. It can 
be deduced from the figure that the theme contents described by d1, d2 and d3 are 
relatively relevant, while compared with the theme contents described by d4, d5 and 
d6, there will be relatively huge difference. 

 
Fig. 2. Example of the document in the two-dimensional latent semantic space 
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3.3 Lyrics Words Extension Based on the Statistical machine Learning 

In children's song writing, a variety of lyrics words can be used to describe a given 
theme. In order to get rich descriptive lyrics set of the target songs, we make the ex-
tension to the lyrics of the key songs through the selection of the semantic related 
lyrics of the songs (semantic relevance refers to the common lyrics of lyrics A and 
lyrics B that belong to the same theme, which are often mixed in the artificially com-
posed article of a certain class of theme, and there are a large number of co-
occurrence relationships in the training document library). After the experimental 
comparison, compared with the general lyrics clustering method based on lyrics con-
text, the PLSA-based clustering method is more robust. By mapping the relationship 
between high dimensional lyrics to the low dimensional lyrics and theme relationship, 
the lyrics that are original lack of co-occurrence information and thus not established 
with the semantic relevance can also be analyzed and represented by the PLSA and 
hence establish the semantic relationship; moreover, PLSA training process presup-
poses that the number of potential themes is equal to the value of the size of the di-
mension after the lyrics in the co-occurrence matrix are represented by the potential 
theme, and its value taking affects the lyrics clustering results. By adjusting the num-
ber K of the potential themes, the strength of the semantic relevance between the 
lyrics can be controlled. The higher the latent theme distribution vector dimension of 
the lyrics is, the more scattered they are in the spatial distribution, and the stricter the 
corresponding concept of semantic relevance shall be. The lower the dimension is, the 
denser the spatial distribution is, and the rougher the concept of semantic correlation 
will be. 

In this paper, the co-occurrence matrix of lyrics and theme is obtained by using 
PLSA, and then the semantic relevance between the lyrics is measured according to 
the theme distribution vector that the lyrics correspond to. Table 1 shows the semantic 
related lyrics of the given lyrics entry that different Ks correspond to, and K is the 
number of potential themes, from which it can be seen that, with the increase of K, the 
expansion of the lyrics will be more closely related to the lyrics of the given theme. 
Considering from the demand of the expression diversity and the calculation of the 
cost balance, in this paper, K is taken as 50. 

Table 1.  Examples of semantic related lyrics 

K\Lyrics entry Autumn Water Distant Hills Running Stream 

K=10 
Sideburn, eulogistic, grand 
sound, surge, zither music, 
temple, officer, omen, cavity 

Long journey, implicit, bird 
nest, to each, blocking, belt, 
bake, store, conceal 

Central plain, fortune, 
comfortably drunk, sere-
nade, entry, brow, boat, 
regretful, yet 

K=50 

Amazing shadow, lapel, 
arbor, lonely image, late 
autumn, desolate, lock, 
pursue, venue 

Mountains, exhibition hall, 
autumnal scenery, late crow, 
smoke flow, maple, river-
side, float, green jade 

Song-dance drama, lucid 
brook, bright moon, first 
floor, instruction, tie, follow, 
seek, go 

K=100 

Lean against the railing, 
shine, jade flute, moon 
glory, flute music, quiet, 
cold, broken, skinny 

Light cloud, a few pieces, 
trail, eau sauvage, after rain, 
cage, chirp, loom, fluffy 

Duckweeds, expel water, 
passionately attached, purple 
street, falling site, pass, seek, 
follow, likelihood 
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Theme lyrics extension method. For each of the given theme lyrics, the lyrics with 
the semantic relevance greater than 0.6 are selected from the semantic relevance lyrics 
database and added into the extended lyrics set (the range of relevance is [0, 1]). For 
example, given two theme lyrics A and B, remove the duplication of A corresponding 
semantically related lyrics and B related semantics relevant lyrics, and then take the 
union and add into the extended lyrics words set. 

3.4 Semantic Relevance Measurement Method for the Generated Songs and 
Theme Lyrics 

In order to measure the semantic relevancy between the newly generated songs and 
the lyrics of a given theme, this paper calculates the semantic relevance of the two by 
referring to the principle of statistical machine learning application to the information 
retrieval. The method is as the following: The theme lyrics is regarded as a special 
short document, which is mapped into potential theme space by EM iterative process 
in the PLSA model training process, and the corresponding theme distribution vector 
is obtained and denoted as ( )P t q . Carry out the same operation for the newly gener-

ated song and denote it as ( )P t d , the semantic relevance between the theme lyrics 
and the generated songs can be calculated by the cosine similarity. 

The method of mapping the new document to the potential theme space is as the 
following: In the EM algorithm in Section 4.1, ( )P t and ( )P w t are fixed and 

( ),P t d w and ( )P d t in Equation (2) and (4) are iterated and updated until the con-

vergence or the iteration times are up. Table 2 shows the semantic related songs re-
trieved based on the lyrics "Campaign". 

Through to the semantic similarity calculation, the song content retrieved accord-
ing to the key lyrics semantics shall be closely related to the theme and has the corre-
sponding conception. By reverse thinking, if in the process of generation, the seman-
tic relevance measurement on the candidate songs is strengthened, the content thus 
generated can be more closely related to the theme and reflect the conception. To this 
end, in the statistical machine learning translation model, the feature of theme rele-
vance is added in this paper. 

4 Statement Generation Model Based on Statistical Machine 
Learning Translation 

In recent years, the studies of statistical machine learning translation have devel-
oped very rapidly, which are attributing to the increase of the training data and the 
emergence of different translation models. In general, the current mainstream statisti-
cal machine learning methods can be divided into the following types of models: 
String-to-string, tree-to-string, string-to-tree and tree-to-tree. Different models have 
their own characteristics, but also have their own strengths and weaknesses. Jiang et 
al. once applied the statistical machine learning translation algorithm to the generation 
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of the second line of the Chinese couplet [11]. He et al. [12] once applied the statisti-
cal machine learning translation to the generation of children's songs. In this paper, 
after the first sentence is generated, the second, third and fourth sentence are generat-
ed based on the statistical machine learning translation method; and the new features 
are added to achieve the expected effect of consistent lyrics and conception of the 
entire song. 

Phrase-based Statistical Machine Translation (hereinafter referred to as PBSMT for 
short) is one of the most mainstream machine translation techniques. Its advantage 
lies in the accuracy of the selected lyrics in the phrase translation results. As the gen-
eration of songs emphasizes the antithesis, which does not involve the distant word 
order adjustment issue, therefore, the generation of songs is very suitable to use the 
phrase-based machine translation algorithm to solve. At present, the mainstream sta-
tistical machine learning algorithms are all based on the maximum entropy frame-
work, that is, given the source language sentence f, by calculating and perform statis-
tics on the different translation characteristics, using the maximum entropy model to 
calculate the probability of the generated target language sentence e. Then sort by the 
probability, and select the translation candidate with the maximum probability as the 
result, the formal description is as the following: 
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In which, hm(") stands for the characteristic function in the maximum entropy 
model, #m stands for the corresponding feature weight, and M stands for the number 
of feature functions. As only the translation candidates with the highest probability 
are expected to be obtained, the specific probability value is not concerned, thus the 
denominator portion in the above equation is removed, and the equation still holds. 

In the statistical machine learning translation, although the choice of model is im-
portant, the choice of feature function cannot be ignored, because it directly deter-
mines whether the model can generate the correct translation results. Generally speak-
ing, the phrase-based statistical machine learning translation system uses the follow-
ing feature functions: Forward phrase translation probability, reverse phrase transla-
tion probability, positive phrase lexicalization translation probability, reverse phrase 
lexicalization translation probability, number of phrases used and target language 
model. In addition to the aforementioned basic features, this paper also introduces two 
new features: Mutual information features and machine statistics learning for the 
lyrics words and song related features, in which, the mutual information features have 
been used in the Chinese couplet generated, and the experimental results have shown 
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its effectiveness; The statistical machine learning feature is used in the field of song 
generation for the first time, as shown in Table 2. 

Table 2.  Feature function of the song generation model 

Feature Function Description 

( ) ( )1
, ; . . ; 1

, ,i j
i j s t i j

h e f MI e e
! + =

= "  Mutual information of two continuous lyrics in 
the generated songs 

( ) ( )2
1

, |
I

topic i
i

h e f P e t
=

=!  Relevance of the generated songs and the given 
theme 

 
The two new features can further help the song generation model optimize the lyr-

ics, and expect that different songs can achieve better consistency of theme concep-
tion. Ptopic ei | t( ) stands for the semantic correlation between the lyrics ei and the 

theme t, and t is the theme distribution vector that projects one or more theme lyrics 
as short documents to the theme space, where l is the number of words in the sen-
tence. 

Firstly, the sub lyrics strategy is used to randomly initialize the lyrics and lyrics 
frequency information, and the lyrics frequency is used to segment the children’s 
songs corpus; then, the estimation of the information of the lyrics frequency infor-
mation is optimized on the corpus after segmentation, and the lyrics with the lyrics 
frequency lower than the set threshold are filtered (take 1.0E-8 in this paper); repeated 
iteration is carried out until the lyrics frequency converges, and the lyrics list after the 
convergence and the lyrics frequency information is used as the background sub-
lyrics model. Considering the characteristics of the children's songs that the maximum 
length of a single sentence is 7, this paper adopts the sub-lyric strategy based on the 
unary grammatical probability. The probability value of all kinds of segmentation of 
the input sequence is calculated by the sub-lyrics model, and the one with the maxi-
mum probability is selected as the final segmentation sequence. 

The decoding algorithm refers to the method of Koehn et al. [15]. At the same 
time, in order to meet the constraint of rhyme, in the fourth sentence of the decoding, 
according to the last word of the second sentence, delete the candidate lyrics that do 
not meet the prosodic constraint. In addition, to ensure that there are enough candidate 
lyrics, this paper adds the lyrics that meet the prosodic constraints. The decoding 
algorithm introduces the above features into the logarithmic linear model. After se-
lecting the performance evaluation method, the minimum error rate training algorithm 
[14] is used to train the parameters. Then the model uses the trained parameters to 
generate the next sentence for the given song. The specific parameters training details 
for the logarithmic linear model will be introduced in the next section. It should be 
noted that, this paper constructs the model for the preceding and next sentences in 
different positions of a song, namely, training the translation model of the first and 
second, second and third, third and fourth sentence respectively. 
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5 Experiment 

This section describes the training data, experimental design, and results analysis 
for each statistical model. The feasibility of the replacement of the "Theory of Lyrics 
of Songs" with the semantic relevance lyrics database generated by the statistical 
machine learning is validated, and the results of the manual evaluation and automatic 
evaluation of the children’s songs are analyzed. Finally, several samples of children's 
songs generated by the system are illustrated. 

5.1 Training Data of the Statistical Model 

Children's song training corpus come from the Internet, including "Children's 
Songs", "Taiwan Songs", "All Taiwan Songs" and "Mainland Songs Selection" and 
other literatures, as well as the children’s songs after extraction and screening from all 
the major song forums (such as songs online, Tianya forum song improvising), totally 
more than 287,000 songs. The first and second, second and third, third and fourth 
sentences of each song in the corpus train the corresponding translation models re-
spectively, including the positive and negative phrases and the lexicalized translation 
models. All the single sentence songs are used to train the language models and the 
mutual information models in the single sentence. The different sentences in a song 
are used to train the mutual information model between the sentences. And the chil-
dren's songs in the entire corpus are used for training statistical machine learning. 

5.2 Experimental Design and Results Analysis 

Feasibility of Replacement of the "Theory of Lyrics of Songs" with Statistical 
machine Learning. In order to verify that the statistical machine learning can replace 
the "Theory of Lyrics of Songs", the manual classification auxiliary song creation 
dictionary, in this paper, 15 groups of key words are selected from the "Theory of 
Lyrics of Songs", to expand the lyrics set and generate the first sentence according to 
the same algorithm by the "Theory of Lyrics of Songs" and the main body model, 
respectively. The generated results are evaluated by six reviewers, if the "Theory of 
Lyrics of Songs" is superior to the statistical machine learning, it will get 1 point; 
otherwise, 0 point. And the arithmetic mean is taken in the end. The evaluation results 
are shown in Table 3. 

Table 3.  Comparison of lyrics extension methods 

Lyrics Set Extension Method "Theory of Lyrics of Songs" Statistical machine Learning 
Manual Scoring Mean Value 0.4625 0.5375 

 
It can be seen from Table 3 that, it is feasible to replace the "Theory of lyrics in 

songs" with the statistical machine learning for the expansion of the lyrics words. This 
not only has broken the constraints in the selection of key words, but from the evalua-
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tion results, the main model lyrics expansion single sentence generation result is supe-
rior to the lyrics generation result according to the "Theory of lyrics of songs". 

Manual Evaluation of Generated Children's Songs. Considering that the current 
evaluation of the quality of works of art machinery is mainly carried out through the 
Turing test approach, this paper adopts the expert group manual evaluation method. 
The evaluation criteria mainly refer to some contemporary scholars' opinions on the 
evaluation criteria of the children's songs. The reference books include "Twenty-four 
Songs" by Situ Kong, "Liuyi Songs" by Yang Xiu and "Baishi Taoist Songs" by Jiang 
Kui. Although these masters have their own evaluation criteria on the quality of the 
children's songs, in general, the following requirements shall be met: Fluent language, 
beautiful rhythm, and clear theme, consistent expression of content and with artistic 
conception. Accordingly, five criteria of manual evaluation are established: Language 
fluency, rhythm coincidence degree, theme relevance, content expression consistency 
and artistic conception. 

In this paper, the children's songs generation system of He et al. [12] is used as the 
benchmark system, and the children's song generation system is added to the main 
model in reference to the benchmark system. In order to get objective evaluation re-
sults, the children's songs used by the experimental part is not generated by human 
interaction, but by using the automatic generation method: Firstly the first sentence is 
generated by the theme, and then the next sentence is automatically generated, until 
the entire song is completed. The evaluation data includes 20 children's songs, which 
are generated according to different theme words, with 10 five character songs and 
seven character songs each, which are randomly selected from 50 five character songs 
and 50 seven character songs generated by two different systems, respectively. The 
single sentence evaluation is to evaluate the first sentence extracted from the 20 
songs, ���the preceding and next sentence evaluation is to randomly select the first 
and second, second and third, or third and fourth sentence pair from the 20 songs for 
evaluation. Six evaluators with the knowledge of the field of children’s songs evalua-
tion score according to the evaluation criteria. The scoring is conducted according to 
1 (very poor) to 5 (excellent) for the three different aspects including single sentence 
generation, preceding and next sentence generation and the entire song. The experi-
mental results are shown in Table 4, the top data in the single row of the table is the 
evaluation result of the benchmark system, and the bottom data is the score for the 
new system. 

From the results of the single sentence generation, it can be seen that the system af-
ter adding the theme relevance has great improvement on the related performance of 
the theme. The language fluency is also greatly enhanced compared with the bench-
mark system due to the consistency of the content of the expression. With the increase 
in the amount of information between the preceding and next sentence, the evaluation 
data in each data has declined compared to a single sentence, but from the final man-
ual evaluation results, the system output is acceptable. In the perspective of the evalu-
ation of the entire song, due to the increase in content, the consistency and other as-
pects has certain decrease. Overall speaking, the new system is superior to the 
benchmark system. 
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Table 4.  Manual evaluation results 

Evaluation Dimension Single Sentence Preceding and Next 
Sentence The Entire Song 

Language Fluency 4.062 
4.275 

3.575 
4.004 

3.525 
3.912 

Prosodic Compliance — 
— 

3.796 
4.096 

3.658 
3.992 

Theme Relevance 3.942 
4.250 

3.663 
3.825 

3.408 
3.896 

Content Consistency 3.983 
4.225 

3.600 
3.788 

3.433 
3.667 

Conception 3.921 
3.996 

3.563 
3.863 

3.417 
3.883 

6 Conclusion 

At present, most researches on song generation at home and abroad are based on 
the template generation method. And in this paper, the original method of combining 
the statistical machine learning and statistical machine learning translation model is 
proposed to carry out the automatic generation of the children's songs. The relation-
ship between preceding and next sentences in children's songs is mapped into the 
bilingual relationship in the statistical machine learning translation. The relevant theo-
ries and technical problems under this model are discussed in depth, and the automat-
ic generation of children's songs under this principle is realized. Finally, the develop-
ment of a strict standard for single sentence generation, the generation of the current 
sentence according to the preceding context and automatic generation of the whole 
song is evaluated manually. From the evaluation results, this study has achieved good 
results, and both the automatic generation of children's songs and natural language has 
certain reference value. In the future, it requires more consideration of how to design 
the layout, so that the contents of a song can have better performance in the coherence 
of the contents and consistency in the logical level. In addition, the style classification 
of the songs and the generation of the stylized songs is also worthy of study, that is, 
how to simulate the thinking of the songwriters according to their different writing 
style with machine to create songs. 
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