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Abstract—This paper presents a new method of building piano teaching in-
novation model based on full depth learning. The model includes the following 
main steps: (1) The normal behavior samples of piano teaching are obtained by 
the method of spectral clustering based on dynamic time homing (DTW), and 
the hidden Markov model; (2) to further train the hidden Markov model param-
eters in a large sample by means of iterative learning; (3) to use the maximum a 
posteriori (MAP) adaptive method to estimate the Hidden Markov Model 
(HMM) of the piano teaching behavior in a supervised manner; (4) The behav-
ioral hidden Markov topology model is established for model estimation. The 
main features of this method are: it can automatically select the kinds and sam-
ples of the normal behavior patterns of piano teaching to establish an innovative 
model of piano teaching; the problem of under-learning of Hidden Markov 
Model (HMM) can be avoided in the case of fewer samples. The experimental 
results show that this model is more reliable than other methods. 

Keywords—piano teaching innovation modeling; full depth learning; hidden 
Markov model 

1 Introduction 

Human behavior analysis has a wide application prospect and potential economic 
value in security monitoring, advanced human-computer interaction, video confer-
ence, behavior-based video retrieval and medical diagnosis. It is a hot research field in 
computer vision field. The ultimate goal of behavioral analysis is to obtain behavioral 
semantic description and understanding by analyzing the behavioral characteristics 
data, and behavior modeling and evaluation is a key step to achieve the above objec-
tives. In many practical applications (such as behavior-based video We will focus on 
the piano teaching behavior evaluation. Therefore, this paper mainly discusses the 
construction of piano teaching innovation model, in which we will be a small amount 
of behavior in the scene is defined as piano teaching behavior, and a large number of 
recurring The general behavior of piano teaching is defined as normal behavior. 

Although traditional modeling methods based on supervised learning [3] [7] can 
establish accurate behavior models in fixed scenarios, it is necessary to manually 
mark a large number of behavior sequences to obtain enough training samples, which 
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will result in a large number of human resources waste (8) .This method can automat-
ically (semi-automatically) the establishment of behavioral models, can reduce the 
burden on people, while enhancing the applicability of the model. Zelnik-Manor and 
Irani [10] first established a behavioral event model automatically by multi-time-scale 
feature and spectral clustering method, which is simple and suitable for event evalua-
tion, retrieval and time-series segmentation in large amounts of data. They also point-
ed out in [10] that the statistical distance discriminant model based on multi-time-
scale features does not have good behavior recognition accuracy [11], and proposes 
an unsupervised model estimation method, It is not only to establish the behavior 
model directly, but to identify the piano teaching behavior by clustering analysis and 
simple similarity measure, so it is only suitable for the model estimation problem in 
the large amount of data in offline state. Xiang and Gong in [12] Firstly, the hidden 
Markov model (HMM) of normal behavior of piano teaching is established automati-
cally by means of spectral clustering method. Then, it is judged by the given threshold 
value piano teaching behavior. This method not only solves the problem of time-
varying behavior, but also real-time model estimation. The shortcoming of this meth-
od is that in the process of establishing the similarity matrix, the time series fragments 
of each behavior are directly Learning a HMM, this will be due to lack of learning 
HMM parameter estimation to bring the problem of unreliability [15]; In addition, in 
the model estimation using a fixed threshold will miss some of the normal behavior of 
piano teaching is similar to the piano teaching Behavior. One of the effective ways to 
solve the missed test is to establish a piano teaching innovation model while also 
establishing a variety of piano teaching behavior model. Piano teaching behavior of 
the sample is usually a small amount of, which brings direct to modeling a certain 
difficulty. [13] proposed a full-depth learning modeling method, that is, first through 
the method based on supervised learning to establish an innovative model of piano 
teaching, and then through the iterative adaptive method on this basis, the automatic 
establishment of piano teaching behavior Model. This method considers the existence 
of a piano teaching innovation model under the piano teaching behavior modeling, 
there is no discussion of the existence of a variety of piano teaching innovation model 
situation; In addition, also did not discuss the optimal number of iterations to deter-
mine the piano teaching behavior Model number of the problem. 

In this paper, we propose a new method to build an innovative model of piano 
teaching based on full-depth learning. Unlike the above methods [10-12], this paper 
adopts dynamic time warping (DTW) we use the normalized distance to establish the 
similarity matrix, and use it for spectral clustering. DTW can solve the problem of 
time-varying behavior, is a dynamic programming process. In order to reduce the 
computational complexity, we randomly extract a large number of samples from the 
first part of the behavior the samples are classified by DTW-based spectral clustering, 
and then the HMM of the normal behavior of piano teaching can be further studied in 
a large sample by the iterative learning method. This method not only can automati-
cally select the types and samples of the normal behavior patterns of piano teaching 
The HMM of the normal behavior of piano teaching is established to solve the prob-
lem of time-varying behavior, but also can effectively avoid the unreliability of HMM 
parameters estimation in Xiang and the literature [12] .At the same time, (HMM) of 
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the normal behavior of piano teaching, the HMM of all piano teaching behaviors is 
obtained by using the maximum a posteriori (MAP) adaptive method, which over-
comes the limitation of the literature [13], which only applies to the existence of a 
piano teaching The normal behavior of the piano teaching model. Finally, through the 
normal behavior of piano teaching and piano teaching behavior model and the estab-
lishment of the piano teaching behavior discrimination model, to avoid the literature 
[12] the method of undetected problem, thereby reducing the error rate. 

In the following sections, the key steps of the model are described in detail. 

2 Time Series Segmentation and Representation 

In the time-series segmentation, there are usually three methods: (1) according to 
the signal breakpoint segmentation; (2) according to the signal mutation point seg-
mentation; (3) according to the overlap of the time window is divided according to 
different Application scenarios, you can choose a different segmentation method. 

A continuous video sequence V  is divided into N small segments, that is V =   

{ }1 2, ,..., ,...,n Nv v v v . Ideally, each segment after segmentation represents a behav-

ior tD =  [ ]1 2, ,..., ,...,t t ti tJd d d d . A feature vector is extracted for each data (where 

tD  is the eigenvector of the t -th data, ( )1tid i J! !  is the eigenvector of the t -th 

data of the i -th Characteristics of the component, and J  is the number of the eigen-

components), each sequence can be expressed as { }1 2, ,..., ,...,n n n nm nMv D D D D=  

(where: nmD  denotes the eigenvector of the n -th data of the m th video sequence; M 
denotes the length of the video sequence of the Nth segment. 

In this paper, the image segmentation method is used to segment the sequence, and 
the feature extraction is performed by using the temporal and spatial filtering method. 
For details, see the experimental part. 

3 Establishment of Innovative Model of Piano Teaching 

DTW and HMM are often used in time series modeling [1, 16]. They can solve the 
problem of time-varying behavior well. However, DTW needs to establish a template 
for each kind of behavior, is a dynamic programming HMMM has more advantages 
than DTW in terms of learning ability and processing of undivided data streams [1, 
2], but it needs to consider the initialization problem in use, because the HMM in a 
small number of samples, The direct learning HMM is a learning problem [15], and 
the obtained parameters are generally unreliable. The method of this paper makes full 
use of their respective characteristics, and puts forward the following modeling meth-
ods: Firstly, using spectral clustering based on DTW Then, the HMMs were selected 
by the threshold model [16], and then the HMMs were trained by the iterative learn-
ing method. Then the HMMs were trained by the iterative learning method. 
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In order to reduce the computational complexity, we randomly extract the H  
segment (usually /10H N= ) from the segment N  video sequence for spectral 

clustering, the set of extracted data is denoted by ( )' ' '
1 2' , ,..., HV v v v= , and the re-

maining set of sample sequences is called A . 

3.1 HMM Form of Spectral Clustering and Behavior Based on 

Given the two time series signals Q  and P  (let Q  be m  and P  be n ), we use 
the normalized distance to evaluate the similarity between two time series signals 

 ( )exp , /s m n G! "= #$ %& '  1  

Here ( ),m n!  is the minimum cumulative distance of two time series signals Q  

and S  obtained by DTW, G  is the optimal path length obtained by DTW, and the 

range is ( )max , 1m n G m n! ! + " , !  is the constant factor 

For a randomly selected segmentH , we can obtain a similarity symmetry matrix 

[ ]mnS s H H= ! of H H!  according to the similarity distance calculation formu-

la (1). 

Let S be the eigenvalue of [ ]( )1 31, , ...i Hi H! ! ! !" # # # , the variance contri-

bution rate µ  is defined as 

 
( )

1 1

H

j

L

i
i j

L H! !µ
= =

= "# #  2  

Select the variance contribution rate greater than Tµ  (here in this passage, we 

use 0.8Tµ = ) and choose the L  as the initial clustering number and use the method 
of spectral clustering (refer to [17]) to cluster the H  segment into L  class, and take 
the sampling The class T  ( /10T H= ), which is greater than C  (C L!  in this 

paper), ( )1,2,3,...,iW i C=  is taken as the behavioral event (piano teaching normal 

behavior) in the time series. 
The HMM is constructed by using the HMM of each class in each class. Each 

HMM contains N hidden nodes. The output probability density function of each hid-
den node is Gaussian mixture function� 

 1
( | , ) ( | , )k k

K

k k
k

p y p y! " ! µ
=
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Where: y  is a D -dimensional random variable whose components are independ-
ent of each other; ( | , )k k kp y µ !  is the Gaussian density function of the k  compo-

nent with the mean kµ  and the covariance k! !  is the vector of the parameters of 
the component density function, including the mean µ  of each Gaussian density 

function, the covariance ! ; ( )( )1 2 1
, ,..., 1k

k kk
! ! ! ! !

=
= ="  is the mixture 

coefficient vector, k!  represents the probability that the k th component is selected. 
We use BIC (Bayesian information criterion) [18] to automatically determine the 

number of components of mixed Gaussian: 

K! =argmin
K

! log p(yi
i=1

T

" |!,!!(K ))+ ! (K )
2
logT

#
$
%

&%

'
(
%

)%
 4  

Where: A represents the length of the entire time series; B represents the number of 
parameters of the mixed model. 

3.2 Threshold model 

C  threshold model as shown in Fig. 1 is constructed using the initialized HMMs 
in the previous section [14,16].. It is an HMM with each state traversal. The concrete 

construction process is as follows: All hidden nodes of C  HMM are taken as the 

threshold model, the number of hidden nodes is *N e C= , the initial probability of 

each state is set to1/ N , and the self-transition probability and the output probability 
of each hidden node are kept unchanged in the new model. The probability of transi-
tion between hidden states is given by: 

 ( ) ( )( )1 1ij iia a N i j= ! ! "  5  

Here iia  is the self-transition probability of the hidden node i . The two black dots 
in Figure 1 denote the virtual start node and the end node, respectively, and they have 
no output and the transition probability is 1. 
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Fig. 1. Threshold model structure 

Suppose that the current observation sequence is Y  and the parameter set of the i  

HMM is ( )1,2,3,...,i i C! =  i!  includes the initial state distribution vector, state 

transition probability matrix and output probability distribution matrix of the i th 
HMM), the parameter of the threshold model is T!  if Y  belongs to Class i , then 

( )max{ ( | ) | ( | ) ( | )}   1,2,3,...,Tj jj
i P Y P Y P Y j C! ! != > =

 
6  

Here ( | )jP Y !  is the probability that the j -th HMM produces the observed se-

quenceY ; ( | )TP Y !  is the probability that the threshold model generates the ob-
served sequenceY . 

3.3 Iterative learning 

By using the DTW-based clustering method, we obtain some sample sequences 
which reflect the class behavior of the long-term sequence information. We use these 
samples to initialize the HMM of the normal behavior of each class. As the number of 
these samples is far less In order to enhance the robustness of each HMM and make 
the HMM model more accurately reflect the main information of time series, we use 
the iterative learning method to further train each HMM, the main process is as fol-
lows: 

1. Through the threshold model and the established HMM of the normal behavior of 
all kinds of piano teaching, judge the class of each sample sequence in A , and cal-
culate the probability of generating the sample sequence through the corresponding 

HMM. Finally, the number of samples of normal behavior is ( )1,2,...,in i C=  
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2. Take the maximum probability / 5in  of each class from A  (if 'in T< , then stop 
extracting the sample, where 'T  is the given threshold), and put the sample se-

quence into the corresponding iW  respectively; 

3. Using all the sample sequences in iW , taking the existing parameters of each HMM 
as the initial values, and further training the HMM parameters through the EM 
model; 

4. The parameters of the threshold model are updated according to the parameters ob-
tained in (3) ; 

5. Using the updated threshold model and various HMMs, we can judge whether 
there is sequence samples in A which meet the normal behavior of all kinds of pi-
ano teaching: if there is, go to (1); otherwise, stop. 

3.4 A HMM Topological Structure Model of Piano Teaching Normal 
Behavior 

After obtaining the C  HMM model, we design a HMM topology model as shown 
in Figure 2. Figure 2 shows an HMM topology with 2C +  nodes, and the two black 
dots represent Virtual start node and end node, the transition probability between two 
nodes is 1. Each HMM of the normal behavior of the piano teaching as a state of the 
topology, each state has the same probability of transition 1/C  between. 

 
Fig. 2. piano teaching innovation model structures 
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4 Experimental results 

In this paper, the average error rate (HTER) (half-total error rate) is used as the 
evaluation criterion [13]: 

2
FAR FRRHTER +

=
 

The false alarm rate (FAR) is the error rate of the piano teaching behavior. The 
false rejection rate (FRR) is the error rate of rejecting the piano teaching behavior. 
The calculation formula is: 

Number of false alarms 100%
Number of normal behavior samples

FAR = !  

Number of rejects 100%
The number of samples for abnormal behavior

FRR = ! . 

4.1 Experimental data 

The behavioral analysis models reported in the literature are usually evaluated on 
their own small-scale databases. We collected 21,327 data from 5 data collected from 
the collected data (of which: 7584 in the previous review, "Teaching", "teaching", 
"listening", "listening", "teaching", "listening", "listening", "listening", " (1) First, the 
time series of each behavior is divided into two parts without overlapping: the time 
series of normal behavior of piano teaching is taken as the time series of each action. 
A random integer greater than 100 and less than 400 is used as the segment length 
value of each segmentation, and when the time series is not more than 100, the seg-
mentation is stopped; for the time series of piano teaching behavior, As the segment 
length value of each segmentation, when the time series length is not more than 30, 
stop the segmentation; (2) all the behavioral fragments are randomly sorted to obtain 
the mixed behavior of the time series 

The training sequence and the test sample sequence were obtained through the 
above synthetic process. In the experiment, eight different training sample sequences 
were used: keep the normal behavior of the piano teaching "review the front content", 
"sense teaching songs" 150, 350, 500, 700, 1000, 1300, and 1500, respectively, in the 
piano teaching practice "Understanding the Song", "Measuring Teaching Effect" and 
"Measuring and Evaluating Piano Teaching" The test samples consisted of 2584 nor-
mal behaviors, 3043 songs of perceptual teaching, and 400 of piano teaching behav-
iors, such as understanding songs, evaluating teaching effects and evaluating piano 
teaching .In the experiment, The time series data obtained by the above method were 
tested in different parameters and four kinds of correlation models, respectively. 
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4.2 Clustering and Parameter Selection 

Figure 3 shows the clustering and parameter selection results. 

 
(a) The similarity matrix after spectral clustering reordering        (b) BIC plot 

 
(c) Select the modeling results for the                  (d) Select modeling results for different  

different adaptive parameters                                    scale factors 

Fig. 3. Cluster and parameter selection results 

Figure 3 (a) shows the training sample sequence synthesized by the method in Sec-
tion 3.1 (including the piano teaching behavior sample "understanding song", "evalua-
tion teaching effect", "evaluation of piano teaching" 350) by segmentation, sampling, 
spectrum Clustering and reordering. The main goal of this procedure is to get the right 
amount of normal behavior samples of piano teaching. It can be seen that the training 
set is clustered into five categories, of which: the largest sample of the two categories, 
respectively, that the two And the other three categories mainly include piano teach-
ing behavior samples and some misclassified samples.Fig.3 (b) is the BIC curve ob-
tained by using equation (6), and the other three types of piano teaching behavior 
samples Fig.3 (c) and Fig.3 (d) show the model selection of different adaptive param-
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eters and scale factors, respectively, when the BIC value reaches the minimum value 
in 9k = . Therefore, the number of Gaussian mixture components selected in the 
experiment is 9. Fig.3 (c) Results the graphs and abscissa indicate the total number of 
samples of piano teaching activities (the sample sizes of all piano teaching activities 
are equal) in the training set, and the average error rate (HTER) in the ordinate. The 
three curves in Figure 3 based on 0.5! =  (c) (1) an adaptive HTER curve for the 
mean and the mixing coefficient (mean weight variance+ + ); (2) an adaptive 
HTER curve for the mean, the mixing coefficient and the variance 
(mean weight+ ); (3) The mean error rate, HTER, is only minimized when only 
the mean is adapted, since adaptation of too many parameters in a small number of 
samples degrades performance. 5 (d) show the average error rate (HTER) curves of 
the three scales, respectively, when the mean value is adaptive, and the scale factor 
!  is 0.1,0.3,0.5,0.7,0.9 respectively. , !  takes a smaller value, a better performance 
(generally 0.25 0.5!" " ); Conversely, H take a larger value (generally 
take0.7 0.9!" " ), there is good performance. The reason may be: when the sam-
ple is small, the estimation parameters have a greater dependence on the current sam-
ple information. In the latter experiment, we choose the scale factor 0.5! = , only 
the mean of the adaptive model. 

4.3 Model comparison and analysis 

We compare this method with the following three methods: (1) Supervised method. 
All samples are manually labeled, and then each HMM is learned by EM model. (2) 
Based on full depth learning (HMM), which is used to establish the piano teaching 
behavior model automatically, and then to mark the piano teaching behavior sample 
by hand, and to learn the HMM of the piano teaching behavior through EM model 
learning; (3) (Xiang Tao and MAP). Using the method of Xiang and Gong [12], the 
HMM of normal behavior of piano teaching is established automatically, then the 
sample of piano teaching behavior is marked by hand, and the piano teaching behav-
ior is obtained by MAP adaptive method. HMM. 

Figure 4 shows the comparison curves of the various models, the horizontal and 
vertical coordinates of the meaning of Figure 3 (c) the same. 
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Fig. 4. Comparison of the results of related models 

It can be seen from the figure: Method (1), method (2) in a small number of cases 
of piano teaching behavior of the sample has a higher false rejection rate and average 
error rate, but with the increase of samples, false rejection rate and average error The 
reason is that, in the case of a small number of samples, learning EMM directly from 
the EM model is a problem of under-learning, and the parameters obtained are very 
unreliable. When there are a large number of samples, the parameters obtained are 
reliable (3) has high false alarm rate and average error rate, mainly because of the 
direct use of the HMM distance [12] to build similarity matrix, HMM does not con-
sider a small sample initialization problem. In this paper, the establishment of HMM 
the paper chooses the appropriate initial sample by DTW-based spectral clustering 
method, which avoids this problem effectively. At the same time, in the case of a 
small number of piano teaching behavior samples, the MAP adaptive method is used 
to establish the piano teaching behavior Of the HMM, so, in the case of a small num-
ber of samples can get a good evaluation results. 

5 Conclusion and Outlook 

This paper presents a method to build an innovative model of piano teaching based 
on full-depth learning, which can automatically select the normal behavior pattern of 
piano teaching under the condition of large sample, which can be used to construct the 
piano teaching innovation model and avoid the lack of learning problem in the case of 
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a small number of samples and establish a reliable piano teaching behavior model. 
The experiment also validates the model. The model is suitable for the training set 
including all kinds of behaviors the future work will focus on the acquisition of more 
data, the performance of the model testing and research cannot be obtained in advance 
for each type of piano teaching behavior model of the case of piano teaching innova-
tion model to build the problem. 
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