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Abstract—With the proliferation of distance platforms, in particular that of 
an open access such as Massive Online Open Courses (MOOC), the learner finds 
himself overwhelmed with data which are not all efficient for his interest. Be-
sides, the MOOC has tools that allow learners to seek information, express their 
ideas, and participate in discussions in an online forum. This tool is a huge repos-
itory of rich data, which continues to evolve, however its exploitation is fiddly in 
the search for information relevant to the learner. Similarly, the task of the tutor 
seems to be difficult in management of a large number of learners. To this end, 
the development of a Chatbot able to meet the requests of learners in a natural 
language is necessary to the deroulement a course in the MOOC. The ChatBot 
plays the role of assistant and guide for the learners and for the tutors. However, 
ChatBot responses come from a knowledge base, which must be relevant. 
Knowledge extraction to answer questions is a difficult task due to the number of 
MOOC participants. Learners' interactions with the MOOC platform generate 
massive information, particularly in discussion forums by seeking answers to 
their questions. Identifying and extracting knowledge from online forums re-
quires collaborative interactions between learners. In this article we propose a 
new approach to answer learners' questions in a relevant and instantaneous way 
in a ChatBot in natural language. Our model is based on the LDA Bayesian sta-
tistical method, applied to threads posted in the forum and classifies them to pro-
vide the learner with a rich semantic response. These threads taken from the dis-
cussion forum in the form of knowledge will enrich the ChatBot knowledge da-
tabase. In parallel, we will map the extracted knowledge to ontology, to provide 
the learner with pedagogical resources that will serve as learning support. 

Keywords—Mooc, ChatBot, Forum Discussion , Latent Dirichlet Allocation, 
Knowledge extraction, ontology. 

1 Introduction 

The democratization of the use of the Internet and its penetration in the public and 
private space, made distance learning more economical and popular. As consequence, 
a mode of online learning has emerged in recent years and has attracted many followers, 
called Massive Online Open Courses (MOOCs) [8]. 
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MOOCs differ from conventional online courses by having pre-recorded videos, 
open to an unlimited number of participants simultaneously for a single course, online 
quizzes, and integration of social networks in the learning curriculum. MOOCS are 
flexible in terms of learning style, and do not place requirements on learners. Access to 
the course requires only minimal information for the enrollments, and no cognitive re-
quirements on the part of the learners [9]. However, this method of distributing infor-
mation poses insurmountable challenges for tutors. The open access at any time and to 
any geographic area poses space-time constraints that require the omnipresence of the 
tutor.  

In addition, the participation rate per course far exceeds the supervision ratio as in a 
traditional course, which can affect the engagement of online learners [11].In this case, 
a conversational agent can simulate human conversation in natural textual language 
with a virtual teacher to interact and answer learners' questions [10]. A conversational 
agent, or more commonly known as a chatbot, is a computer program designed to sim-
ulate a conversation with a human user. It is a virtual assistant that communicates with 
the user through text messages, usually in a messaging application (eg. Facebook Mes-
senger, Telegram or Skype) or on websites [12]. 

The In a form of human communication, natural language [6] does not designate a 
language properly speaking, but the natural way of expressing itself in human beings, 
as opposed to binary language and the languages used in programming. It’s the lan-
guage of emails, descriptions, chat, etc. Therefore, human language in its raw form 
cannot be exploited.  

So, for the chatBot to understand what we want, it is necessary that the raw entry is 
processed to deduce the intention and keywords. Several techniques allow the creation 
of a ChatBot, and their main algorithms are accessible. They allow us to get an idea of 
the solutions we can develop. In addition, there are interesting and relatively easy to 
use tools.  

However, they remain very limited and their main algorithms are inaccessible by 
way of example: Chatfuel, Rebot.me, Botsify, Wit.ai [13]. As well as a variety of lan-
guages have emerged to create ChatBots such as AIML [14], ChatterBot [15] and neural 
networks [16].  

However, one of the biggest research challenges in developing effective chatbots is 
emulating human dialogues. Indeed, it turns out to be a difficult task and generates 
problems which are linked to the NLP (Natural language processing) research field [1]. 
Using NLP techniques and algorithms, it is possible to understand the purpose and re-
quest of the user. 

Furthermore, it is difficult to map all user requests, because common ChatBots rec-
ord a lack to predict the user's ideas during the conversation [2]. ChatBot technology is 
considered to be a way to remedy the pit that separates the human dimension from the 
machine, notably in terms of education [3]. ChatBot simulate the interactivity between 
the learner and the teacher, in a question-and-answer language, which plays an essential 
role in improving the skills of individual learning. There are many ways to use the 
chatbot in e-learning, such as monitoring of students by encouraging them to work by 
sending them notifications and reminders [6].  
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This aspect is evident in the experience of the participants in a MOOC, who claim 
the lack of interactions with the instructors, making the learning experience less satis-
fying and that the MOOCs are more suitable for curious learners who seek certifications 
more than 'consistent higher education [17]. 

Another point to note concerns learners who tend to multitask rather than focus on 
learning at their own pace, which takes them twice as long to complete. In addition, the 
learner is provided with the system for a personalized learning experience, so that each 
learner receives the information and acquires knowledge at their own pace, without 
being overloaded which can lead to abandonment [18].  

In fact, this technology of bots perfects the interactions of the learners within the 
class and plays the role of moderator, guides or simulates the presence of the pairs of 
his community, and that of the teacher as if he works individually with the learner [19]. 
The ChatBot helps learners in their routine work, answering learners' questions and 
even checking their work. 

Using ChatBots extends to the assessment of learners in real time, in the case of 
presence of several learners, it proves impossible to manage each alone, and becomes 
too tedious for the teacher. However, ChatBots can work with a multitude of students 
and groups at the same time [4].  

Most existing ChatBots consist of dialog management modules to control the con-
versation process which use stimulus tags (question / answer), and manage knowledge 
bases with patterns to respond to user input manually [20].  

Therefore, building ChatBots manually takes time and is difficult to adapt to new 
areas such as MOOCs. MOOCS are designed to be an environment for sharing ideas, 
knowledge, and discussing common topics, and promoting social interactions in a 
working group [21].  

MOOCs have discussion forums [39] to supplement learning by interaction in the 
form of question / answer, or discussion. The data generated in the forums has been 
manipulated to retrieve information and to natural language processing. The mission of 
the discussion forum is to facilitate access to information rich in data, such as posts, 
questions, retrieval of responses, aggregation of threads.  

On the other hand, discussion forums can cover the tagging of dialogue acts, the 
classification of post types and questions, the evaluation of the quality of posts, detec-
tion of topics, and user analysis. Searching in the forum can also improve the organiza-
tion of data, for example identifying duplicate questions, or categorizing posts.  

Discussion forums [39] are repositories of archived threads and response records that 
contain knowledge and experience in several topics. In addition, the responses to 
threads are very diverse, and depend on the learning style in a MOOC. Consequently, 
the answers which appear relevant can enrich the search for learners in a forum, and 
answer queries semantically. 

In this article, we will create a ChatBot based on knowledge extracted from discus-
sion forums in MOOCs and classified using artificial intelligence [22] according to the 
criteria of relevance.  

Moreover, we present the knowledge-based ChatBot Framework and a novel method 
of extracting high-quality semantic thread-response pairs. The relevant thread-response 
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pairs make up the knowledge base of the ChatbBot Framework. The extraction of 
knowledge pairs is done by cascade processing and consists of several phases: 

1) The preprocessing of raw data from learners' requests to identify their knowledge 
needs is carried out by NLP [21] 

2) LDA: the allocation of latent dirichlet [7] will semantically classify thread responses 
according to topics and identify thread-response pairs 

The classification is made by comparison with an ontology [38] which represents the 
knowledge domain in order to sort the pairs semantically. Rest of our article is as fol-
lows:  

Section	II relates to previous work, and we will spread their limits in relation to our 
work. In Section III we will present our Framework as well as its different components 
and their functionality. Section IV illustrates an experiment of our Framework. In the 
last section we will discuss the perspectives of our research. 

2 Related Works 

Most Automatic knowledge extraction through an unsupervised learning method is 
a new method for fully automatic ChatBot learning. Existing work for the automatic 
acquisition of ChatBots is mainly manual based on human annotation of datasets [22]. 

On the other hand, most ChatBots use templates, so in [23], we extracted knowledge 
from an online discussion forum, by automating the extraction of thread-response tem-
plates and building knowledge base for a Chatbot.  

However, the extracted pairs are not linked by a structure like a graph or an ontology 
[38], which degrades the semantic quality of the ChatBot’s knowledge. In particular, 
there is some work on the extraction of automatic knowledge.  

In research [24], knowledge has been represented by an oriented graph, where the 
nodes represent the arguments and the arcs symbolize the conflicts between them. The 
conflicts arise when the chatbot takes a particular position in the dialog opposite to the 
user's position.  

However, the corpus is not available which hinders the development of new chatbots, 
so in this article [24], we proposed a method to acquire a corpus of arguments in a graph 
structure using crowdsourcing.  

In addition to checking for spelling errors, there was no other assessment of the qual-
ity of the arguments and no duplicate arguments were checked in the argument graph, 
which affected the quality of the results. 

Another very interesting work [25] in automatic extraction is that of automatic ex-
traction based on a model based on the combination of a rough set, and the theory of 
set learning for decision making. Responses are classified by classifiers based on rough 
set classifiers, and the results are drawn by vote on the output of the classifiers. Chatbot 
knowledge is mapped to associated responses.  

Finally, the associated responses are selected as chatbot knowledge. An experiment 
was carried out on a childcare forum which gave satisfactory results for the method 
based on the rough set method.  
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This method possesses high recognition efficiency for related responses and the 
combination of learning together improves outcomes. Despite the good results from the 
application of rough sets and the theory of learning sets in data analysis and system 
modeling, the quality of the response is affected by several attributes.  

In this work we considered only a few structural descriptors and a few content de-
scriptors. In addition, the forums have different styles and formats which change the 
descriptors to extract, so we must consider the characteristics shared by all the forums 
to improve the portability of the algorithm. Another point to improve in this algorithm 
is the design of a storage structure, to improve the recovery efficiency of the dialog 
management module.  

In addition, the work in [35] deals with the application of the LDA in a discussion 
forum, to discover the interest of the learners for the topical ones. Indeed, the experi-
ment identified the post of serious and non-serious users and the discovery of user in-
terest.  

However, this work requires some improvements in terms of the multitude of topics 
in a response which makes the response fuzzy. Even so, this work is close to our dis-
cussion forum context, but does not deal with extraction of post replies and root replies 
according to the topics declared in a request. 

3 LDA-Chatbot Framework 

A forum is a tool for communication and discussion between people asynchronously 
online. Questions asked in the forums are subject to more than one answer or are factual 
questions such as a request for help. Users post messages related to the questions that 
matter to them to learn from community experiences.  

Finding relevant information is difficult, and recommendation systems [31] [40] can 
help filling this gap by providing users with discussion threads related to their research 
interests.  

A forum [25] [26] [27] is a tool for learner dialogue and online communication. A 
forum consists of several discussion sections with different topics discussed.  

The user starts the discussion in a thread created at the beginning of the discussion 
(starting point) which is the starting post. Other users respond to the start-up post or 
comments from users already posted. As the user can ask questions by posting questions 
to the existing section. 

In a section the threads are listed in chronological order. The term ‘thread’ in forums 
refers to threads in the discussion forum with all of their responses (and comments).  

A thread contains a title, a start thread and a number of responses related to it. The 
thread title is the title of the root message posted by the starter thread to initiate the 
discussion. In the start thread, the user who starts a new discussion thread by writing 
the initial post. The user can view the list of responses in chronological order of a given 
thread, with information on the authors and the time of publication (time posting).  

Thus, the structure of a discussion forum thread can be seen as a tree with an initial 
post at the top (start post), and responses to the post. Each post is placed under the post 
to which it responds. 
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The discussion forum has a large repository of thread archiving, and recorded re-
sponses, which contain great potential for knowledge on a given subject. In a context 
of learning by MOOC [30], there are various learners with different styles, which gen-
erate very varied responses in a forum, and convey diverse knowledge. Learners' posts 
reflect behavior in a MOOC [16]. The quality level of the thread's responses is an indi-
cator of the level of knowledge buried in a response to a thread. The Knowledge in the 
threads can be of great value in the building a ChatBot in certain areas. 

Given the number of subjects and the number of learners registered in a MOOC 
forum, which generate thread pages and thus knowledge of different levels, gives us a 
knowledge base for the creation of a semantic ChatBot.  

Our ChatBot approach is a new approach to extract and present to the learner, the 
most relevant recommendations classified according to the degree of semantics carried 
by each response.  

The extracted answers will enrich the ChatBot knowledge database. Indeed, our ap-
proach in this article is the development of a recommendation system [40] by ChatBot 
in a MOOC, based on the knowledge extracted in a discussion forum.  

The conceptual framework of our ChatBot recommendation system is illustrated in 
Figure 1. The ChatBot semantic recommendation framework is divided into 5 phases:  

1) First Phase: Receiving user-questions (Post a request in chatbot) 
2) Second Phase: Analyzing the requests by ChatBot Production system (Preprocessing 

the request, extract keywords) 
3) Third phase: Classification of the key requests by the LDA model (classification of 

the messages for each request’s keyword) 
4) Fourth phase : Mapping to domain ontology of MOOCs.( mapping the relevant 

threads containing the concepts with a domain ontology) 
5) Fifth Phase: Recommending semantic items 

The user asks a question to ChatBot which transmits it to the Processing Framework 
to find the relevant answers in the MOOC discussion forum. The recommendation pro-
cess is started by making a request to the Discussion Forum database to send it all the 
{thread-response>} sets that contain the keywords of the request.  

The posted messages can contain discussions between the learners relating to topics, 
subjects, or request for assistance, tutorials, articles, in fact any information on the 
teaching resources.  
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Fig. 1. The LDA-ChatBot Framework for Semantic Recommendation 

On the other hand, all of the data pairs extracted from the {thread-response} database 
are in a raw format, which requires the intervention of the preprocessing process, to 
eliminate stop-words word-stemming [1], and all tags to prepare the data as an input.  

Then, the preprocessed data goes into the LDA probabilistic model phase [7], to 
capture the latent messages in the posted messages and to model them by topics. 

While the {thread-post} peers are classified by topics, we will list these message 
pairs by relevance, which results in the highest probability of belonging in the recom-
mendation prediction phase. The messages will then be sorted according to the nearest 
neighbor's time metric which contains the messages sorted by relevance sent to the 
ChatBot module, which will store them in its knowledge database and then display them 
on the user interface. We will discuss the processes of each phase in the following sec-
tions. 

3.1 Pretreatment phase 

In this phase the data extracted from the forum database in the form {thread-re-
sponse} are prepared for the modeling phase. During this phase we will eliminate the 
stop-words and stemming word.  

Thus, we eliminate the stop words in each peer analyzed (parsed), which have no 
influence on the overall meaning of the message such as: he, the, it, is, to, wich, him, 
etc. as well as the special characters and the numbers are also eliminated. Stigmatization 
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carried out through converting each word of the message posted to its root (such as 
learning and learning will be brought back to their root ‘learn’) [28]. 

3.2 LDA for chatbot 

The nature of LDA [7] is a probabilistic model used to discover a mixture of subjects 
and documents throughout the entire corpus. The model considers each document as a 
mixture of subjects which are hidden, and each subject is presented by a vocabulary of 
words which is observed in the document.  

Note that there are two unknown parameters in the LDA model, the subject distribu-
tions, and the document distributions that must be estimated by the probabilistic model. 
The model also has latent variables which manage the assignment of words to subjects. 

In LDA model, we will define a subject as similar words which are observed in a 
collection of textual documents. A subject model like LDA [7] receives a set of input 
documents, a predefined number of topics, and a priori fixed parameters. Then, LDA 
tends to define a set of topics to describe the entry documents. Discovered distributions 
are combined to be mapped to each document entry. The topics themselves can be 
viewed as a list of words classified from high to low relevance. 

The basic goal of our research is modeling chatbot recommendation system by LDA. 
We consider the thread-response pairs as our corpus, and the topics are formed by the 
outputs of the preprocessing phase. We are looking through the LDA post for the dis-
tribution of the query words over the {thread, response} of the discussion forum. 

Discussion forums have a structure composed of threads, replies, user, date and time 
of publication. Threads in the forum are classified by the name of the topics and the 
responses to these threads. We consider an online forum as a collection of threads 
T={t!, t", t#, ……… . , t$}, each thread contains a root message posted by the starting 
thread	r%. 

The response r&	is posted by a user u&	at a specific time	m&, and composed of a group 
of words{w&}. 

Thus, a thread T can be modeled by all the triples: 
	T = {< u%, 	m%, {w%} >,< u!, 	m!, {w!} >,……………… . . < u$, 	m$, {w$} > }, 
With the first triplet is the basic response to the root message posted by the startup 

thread which is the title of the section. In our article, we consider the request sent by 
the learner to the chatbot as a list of keywords: K={k!, k", k#, ……… . , k'}.  

The keywords in this list form the set of K topics of the parametric probabilistic 
approach. 

By applying the parametric LDA [7] probabilistic approach to the discussion forum 
corpus, the result will be a distribution of each keyword on the different forum threads. 

Since the LDA model consists in inverting the defined generative process and learn-
ing the posterior distributions of the latent variables in the model taking into account 
the observed data, our system will model the topics in the thread corpus, as illustrated 
in Fig 2. 

The notations of our model are defined as follows: 
K : Number of topics retained from the learner's request 
U : Number of users who posted in the forum 
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D: Number of threads posted 
N(: Number of post-roots in the forum 
M): Number of responses posted in each Thread d 
a,b : Dirichlet distribution hyperparameters 
F) : Distribution of topics for thread d 
q*: Distribution of root messages posted for a topic k 
w : Word of the root message posted 
z : Assignment of post roots to the chosen topic 
y: Response topic posted 
{r}: Set of answers asked by the user 
π+:	Topic’s distributions for each user 

Our model is composed of T topics, and F) the distribution of topics for each thread 
d. The discussion forum is made up of sections and each section contains D thread.  

Each thread d consists of root message posted composed of words w)	posted by the 
learner and which are the topics subjects of the request. Posted replies identified by M) 
relate to replies to the posted root message.  

Each topic	k, has a distribution on the root messages posted	q*, the distributions of 
topics for each user π+ , are symmetric distributions of dirichlet parameters a. 

The algorithm of the LDA-Chatbot process is described as follows: 

Draw the distribution of topics for each user: π+ =
Dirichlet(a) 
Draw the distribution of the topics for each thread d: 

F) = Dirichlet	(b) 
We identify a section of threads 𝑑 = 1,2… . . 𝐷 in the fo-

rum: 
Draw the distribution of root messages posted for each 

topic 	𝜃, = 𝐷𝑖𝑟(𝛼). 
For each topic in the learner's request 𝑘 = 1,2…… .𝐾	: 
draw a 𝑝𝑜𝑠𝑡 − 𝑟𝑜𝑜𝑡,,.	, :	𝑍,,.~𝑚𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜃,) with n=1,2…N the 

number of post-root in the forum and draw a topic 𝑇,,. =
𝑚𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(F/!,#) 
draw a post-reply vector {𝑟,,0}~	𝑚𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜋1,,,0) and for 

each topic 𝑗 = 	1,2… . . 𝐽0,, draw post-reply 
𝑟,,0,2~	𝑚𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(F3!,#)	
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Fig. 2. The LDA-Chatbot Model 

The inference in the LDA model is difficult to calculate, so we use Gibbs sampling 
[34] or the variation method, which are approximate algorithms to this problem. In this 
article we will apply Gibbs sampling to estimate the parameters. The sampling calcula-
tion (3) is divided into two distinct probabilities. 

The probability of sampling which assigns a topic in the learner's request to a 
root post message is given by 

 4$
%56$

%5a
4$56$57&

 (1) 

and the probability which assigns a topic in the learner's request to a response mes-
sage is given by 

 
4%
'($,)5	9

4%5:*
 (2) 

 P_z*,$ = r`z¬),$, ka ∝
4$
%56$

%5a
4$56$57&

.
4%
'($,)5	9

4%5:*
 (3)	

z¬),$ denotes the topic assignment for all post-roots except r),$. 
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N)*	is the number of thread root’s post d assigned to topic k in ther user request, and 
N) is the number of post-roots thread d	in the forum assigned to topics. 
C)* is the number of responses posted from thread d assigned to the topic k of the 
request, C) d is the total number of responses posted from thread d. 
N*
<=$,) is the number of times when a post response is assigned to a topic k, and N* 

is the number of times a post response is assigned to a topic k. 
After performing Gibbs sampling, we can estimate the parameters of the latent vari-

ables by the following equations: 

For the variable F : F*
> = 4%

$	5	9	
4%5:*

 ; N?)	is the number of time that a thread d is as-

signed to a topic	k, et N*	is the total number of times that any thread is assigned to the 
topic k. 

For the variable	θ)* 	: θ)* =	
4$	
% 56$

% 	5@	
4$56$57&

 
After convergence, the parameters of the new post can be calculated by the variables 

θ)* and F*
>. 

By applying the LDA model for a set of words in a request  
K = {k!, k", k#, ……… . , k'}	, we calculate the probabilities of distribution, that is 

to say the weights of each set for a keyword: 
For k1 : 
P! ∗< u!!%, 	m!"!, {w"#} > 	+	p"! ∗< u"!%, 	m!A!, {w"BC} > 	+⋯……p$ ∗

< u!!%, 	m!"!, {w"#} + ⋯ 
For k2: 

P! ∗< u""%, 	m"A%, {wC##} > 	+	p"! ∗< u"!%, 	mA"%, } > 	+⋯……pD ∗
< u!%, 	m!, {w"#"} + ⋯ 

Until k'	keyword of the request: 
P! ∗< u!%, 	m"!, {w#B} > 	+	pAC ∗< uEF, 	mCB, } > 	+⋯……pG ∗

< u"C, 	m!%, {w""} + ⋯ 

3.3 Ontology mapping 

After having calculated the distribution of the threads on the keywords of the request 
which are the topics of the LDA model, we move on to the classification phase of the 
most relevant threads towards our request. 

We search for each word in the list K, the associated threads in different distributions, 
then we extract the threads and classify them according to their weight according to the 
following algorithm: 

𝐸H	=∅ 
For 𝑘I 	𝑖𝑛	𝐾 : 
   𝐸I	 = ∅ 
  For each 𝑘2in K 
Search in each distribution of 𝑘2 	the tread wich contains 𝑘I , {𝑝I2., <

𝑢I2., 	𝑚I2., {𝑤I2.} >}  
  Fill the set	𝐸I	=𝐸I	 U {𝑝I , < 𝑢I , 	𝑚I , {𝑤I} >} 
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  End For 
	𝐸H	=𝐸H	U	{𝑘I , 𝑝I2., < 𝑢I2., 	𝑚I2., {𝑤I2.} >}  
End For 

After having filled the sets E?	 for all	k&	de	K , which contains all the threads where 
word k&  is found and its probability distribution in the topics K =
{k!, k", k#, ……… . , k'}. 

Now, we will classify these sets of threads by time constraint according to whether 
the closest time neighbors of the root message are the most relevant threads. So, we sort 
according to the time metric, and we get the closest neighbor to the root message which 
contains the topic k&. 

The sort is then sent to Chatbot for display to the learner, and since we are in the 
context of learning in a MOOC, we have enriched our Framework by an ontology which 
contains the concepts of educational resources. 

Indeed, in Figure 3, we illustrate the extraction of the relevant threads containing the 
concepts, which will be mapped in ontology [29][39]. The instances of the concepts 
represent pedagogical materials [28]. 

 
Fig. 3. Mapping of the concepts extracted with the ontology of the MOOC domain 

4 Experimentation 

In order to illustrate our approach to the development of semantic ChatBot, we will 
use the MOOC forum deployed in our Mohammadia School of Engineers. Messages 
and threads exchanged during learner interactions during the MOOC will be pre-pro-
cessed initially. In the preprocessing phase we will eliminate stop words and stemma-
tize threads. Our goal is to extract the most relevant threads semantically according to 
the parameters of the learner's request in the chatbot. 

For our model LDA, we put the Dirichlet priors a and b to be 0.1 and 0.01,1 respec-
tively, since LDA with weak priors performs better in short texts [36]. With all values 
of a and b , Gibbs sampling is run for 5.000 iterations to obtain convergence.  
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So, the training and testing dataset contains 30% of the discussion forum threads, 
and responses to these threads range from a minimum of 5 to a maximum of 90. 

The responses were labeled by three categories: 1) relevant response, 2) average rel-
evant response, and 3) non-relevant response. 

The automatic extraction by LDA, considers the keywords of the request, as being 
the topics of the latent allocation of dirichlet. We add a threshold of the first 10 threads 
as the most relevant, then the next 10 threads as medium and the last as irrelevant.  

In addition, the extracted threads are the total number of 3000 messages, of which 
1000 were used for training. During our experience, we used maximum likelihood to 
compare with our LDA-based approach as seen in Tab 1. 

Table 1.  Classification of the messages 

Category  Phases Number of messages  

Category1: Relevant 
LDA  1200 
Likelihood 300 

Category 2: Medium relevance 
LDA  800 
Likelihood  200 

Category 3: Non relevant 
LDA  300 
Likelihood 200 

 
Indeed, we note that our approach is more consistent and has given very promising 

results. The category of relevant messages is the most significant with a total of 1200 
messages with LDA and 300 with likelihood, the same for the category of average rel-
evant and irrelevant. These measures confirm that our approach is very advantageous 
than the likelihood approach. 

After having categorized the messages, we only retain those of the relevant category 
and we perform a temporal classification. The temporal classification favors the mes-
sages closest to the root message. In our experience we limited the messages to 10 first 
messages.  

The timely sorted messages will then be mapped to domain ontology to extract the 
pedagogical resources which will be a support for the learner. A thread can contain 
various resources (learning activity, videos, documents, etc.). 

For more comprehensive analysis, we evaluate our model using a similarity meas-
urement metric [37] based on the semantics of the keywords sent by the learners to the 
model. 

Similarity is measured by the distance between two concepts in ontology, that is to 
say the length of the path from the least common super term of the two terms to the root 
node [37]. 

This measurement takes into account the relation “of”, to the nearest common an-
cestor to calculate the similarity. The similarity calculation formula between 2 con-
cepts(c!, c") takes the following form: 𝑆𝑖𝑚(𝑐!, 𝑐")= "J

K,5K-5"J
 

Note D!et	D" paths the closest c!à	c" and H the nearest road to c to root, respectively 
and c is the node with the least relationship is-a like ancestor node, which appeared to 
the lowest position in the ontology hierarchy.  
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By calculating the measures of similarity of the keywords of the learner's query in 
relation to the domain ontology, we then sort the different concepts according to the 
similarity between them. 

In addition, the extracted threads are the total number of 3000 messages, of which 
1000 were used for training. During our experience, we used maximum likelihood to 
compare with our LDA-based approach as seen in Tab 1. 

We will only keep the first 5, 10, 15 concepts which have a high value of similarity, 
and we will apply our LDA-chatbot Framework model to those concepts. The number 
of extracted messages will remain invariable in the order of 3000 messages and we will 
only keep the relevant messages in our results: 

 
Similarity Phases Number of messages  

Category 1: 05 
LDA 1000 
Likelihood 200 

Category 2: 10 
LDA 900 
Likelihood 700 

Category 3: 15 
LDA 150 
Likelihood 50 

 
The results were interesting, as illustrated in Tab 2, the number of messages extracted 

by the LDA approach was higher than that extracted by likelihood as in the 1st experi-
ment.  

Moreover, the number of relevant extracted messages in category 1 is far ahead of 
category 2 and category 3, which means that the greater the similarity the more relevant 
the extracted messages.  

However, the greater the number of concepts, the fewer relevant messages are ex-
tracted, which confirms the research results of [36] that LDA with weak priors performs 
better in short texts. 

These results show the performance of our system in extracting relevant messages 
from a discussion forum and give very interesting results for queries with few key-
words.  

On other side, the greater the number of concepts, the fewer relevant messages are 
extracted, which confirms the research results of [36] that LDA with weak priors per-
forms better in short texts, in fact our system is very adaptive for short texts than long 
text.  

5 Conclusion 

In this article we have presented a ChatBot Framework of semantic recommendation 
which present responses to the different requests of the learners sent in a natural lan-
guage.  

The answers extracted from the discussion forums are rich semantically, and trans-
late the knowledge buried in the threads posted in the forum. The ChatBot in a MOOC 
environment is designed as a course facilitator and not a chat tool with learners. 
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This article discusses the value of semantic ChatBot for analyzing, exchanging, and 
sharing learners' knowledge and experiences. Our Framework is composed of 5 phases: 
Receiving user-questions, Analyzing the requests by ChatBot Production system, Clas-
sification of the key requests by the LDA model, Mapping to domain ontology of 
MOOC, Recommending semantic items. 

The application of the LDA probabilistic model makes it possible to extract the rel-
evant knowledge, according to a probabilistic model for each key word of the learner's 
request. The extracts threads will be drawn temporally based on timestamp of the mes-
sage root.  

Then, we enrich the responses, by mapping the concepts extracted with MOOC on-
tology. Experiments show that our model based on topic modeling (such as LDA) can 
be effective to build Production systems and semantic response in MOOC platforms. 

In addition, the data treated in the phases of the Framework are massive data, so it 
consumes time and capacity. We must add a Big Data algorithm phase such as Map 
Reduce [31], SPARK ML [32] to our Framework in order to obtain better performance 
in time and energy consuming.  

In the next works, we will exploit the combination of the LDA approach with the 
Hawkes process [34] for a better taking into account of the time factor, or the exploita-
tion of the LSTM algorithm [33]. 
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