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Abstract—The prediction of student performance, allows teachers to track 
student results to react and make decisions that affect their learning and perfor-
mance, given the importance of monitoring students to fight against academic 
failure. We realized a system of the prediction of academic success and failure 
of the students, which is the overall result and the goal of the educational sys-
tem. We used the personal information of the students, the academic evaluation, 
the activities of the students in VLE, Psychological, the student environment, 
and we added practical work and homework, mini projects, and the number of 
student absences which gives a vision of the quality of the student. Then we ap-
plied the methods of artificial intelligence and educational Data mining such as 
KNN, C4.5 and SVM for the prediction of the academic success of students, but 
these methods are not sufficient given the progressive number of students, spe-
cialties, learning methods and the diversity of data sources as well as student 
data processing time. To solve this problem, Big Data technology was used to 
distribute the processing in order to minimize the execution time without losing 
the efficiency of the algorithms used. In this system we cleaned the data and 
then applied the property selection algorithms to find the useful properties in 
order to improve the algorithm prediction rate and also to reduce the execution 
time. Finally, we stored the data in HDFS and we applied the classification al-
gorithms for the prediction of student success using MAPREDUCE. We com-
pared the results before and after the use of big data and we found that the re-
sults after the use of Big Data are very good at execution time and we arrived at 
a recognition rate of 87.32% by the SVM algorithm. 

Keywords—MapReduce, HDFS, SVM, KNN, C4.5 

1 Literature review 

In the literature we find several studies which concern the prediction of student 
performance which is linked to several factors [1]. The authors in [2] use neural net-
works, the decision tree and SVM, to make the prediction of academic performance of 
students from the behavior of students to the internet. They found that behavior of 
students to the internet is important for the prediction of student success, for example, 
academic performance is highly correlated with the frequency of internet connection. 
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On the other hand the volume of Internet traffic is negatively correlated. Other prop-
erties are used by [3] for the predictive of the performance of the students, they are 
exploited the data of the registration form, then they created a prediction model based 
on neural networks for classification. There is other research on the same topics [4] 
[5]. 

In our article we focused on predicting student success, using their performance. 
The research that exists to build a model for predicting student success is divided into 
two axis, the first axis concerns the research of the factors that influence the predic-
tion of the academic success of students and the second axis concerns the data mining 
methods that are used for the construction of the model for predicting the success of 
the students and also for the verification of the models built. 

Researchers use several factors that influence the prediction of students' academic 
success and also different data mining and machine learning methods. 

Recently [6] used students’ GPA for the first, second and the third year as features 
to predict student class of grade in the final CGPA. Then they tried to compare sever-
al classification algorithms to take the decision, the Probabilistic Neural Network, 
Decision Tree, Random Forest, Naïve Bayes, Logistic Regression and Tree Ensemble. 
In the meanwhile, [7] use also as features, student family background information, 
previous academic records and students' demographics information. In order to get the 
best model of student academic performance prediction, they applied Rule Based 
classification techniques, Naïve Bayes and Decision Tree. The maximum accuracy 
that they arrived was 71.3%, by using Rule Based classification techniques. Another 
work [8] tried to predict students' final GPA using their grades in previous courses, 
major, semester of graduation, campus and nationality. The classification algorithm 
used was J48 decision tree. Another model created by [9], compares five classifiers, 
ID3, j48, Naïve Bayes, Neural Network and Bayesian Network. But it used another 
features, Activity, Student Attendance, Midterms, Seminar, Lab Experiment, Office 
Automation, Final Examination, Project, Workshop and Previous Semester Final 
Mark. Based on accuracy, Bayesian Network has the highest accuracy.in the same 
way the authors in [10] adopted support vector machine and Logistic regression to 
select students who had the capability to succeed based only on prior academic 
achievement of student. The results show that the SVM model had the better predic-
tion rate. And for the same purpose ,the authors in [11] built two model to predict 
student success , the first model based on naïve Bayes and the second model based on 
Bayes network , but this last, used students’ questionnaire answers as features and 
department, Stage , Age, Gender, Status, Address, Work, Parent-Alive, Live-With-
Parent, Father-Work, number of fail Courses, Mother-Work, Absence-Days Number, 
GPA, Credits Number, completed Credits Number, Years-Of-Study Number, Write-
Notes During lectures, quiet During Exam and Prep-Study-Schedule . They found that 
the best model was the model based on naïve Bayes algorithm. There are others re-
searches that concern the prediction of student success, in [12] the authors tried to 
predict student GPA score by using four classifiers, ID3, K-nearest neighbors, C4.5 
and Naïve Bayes. They used as factors of student success, student's gender, previous 
student educational background and province of student’s high school. The results 
revealed that Naïve Bayes gave the best accuracy (43.18%). More recently, [13] Con-
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struct a classifier using three random forests version to Predict student academic Suc-
cess, they used the first two semesters of courses that are completed by a student, the 
data used are as follow: the student ID, the course’s department, the course title, the 
semester, the grade and the credit value of the course but, the accuracy was low. The 
results of [14], show that course program and course block, course program and eth-
nicity are the best factors that separate successful student and unsuccessful student. 
They use CART algorithm and CHAID tree algorithm. The obtained results are as 
follow, the CHAID tree accuracy was 59.4% and the CART tree accuracy was 60.5%. 

The number of features and factors that influence student academic success are in 
progress and also the number of students is increasing, what makes this process very 
difficult, because of the inability of these tools to analyze data and make decisions in 
a short time and more effectively. That is why we have created a system to predict the 
success of students based on the tools provided by big data technology that make 
predicting the success of the student more effective and in the shortest time by relying 
on a large set of data related to the student, which provides us with a greater ability to 
predict the success of the student and also gain a lot of time by recording information 
in a distributed way and analyzing it in a parallel way. 

2 Introduction 

Data mining is an analytical tool which contains a complex and also sophisticated 
set of methods and algorithms which are used to extract useful information from the 
analyzed data. It is used almost in all fields, Health, Marketing, Astronomy, Insur-
ance, economy, finance, Human Resources, Pharmaceuticals, industry and in recent 
years, it is applied in education, it took the name of Educational Data Mining by what 
it is applied to data educational. It made a quantum leap and revolution in the field of 
education. 

EDM methods allow prediction, clustering, relationship extraction, and model dis-
covery and data visualization. It is used for distinct purposes, to assess learners, de-
velop learner models and detect learner disengagement. 

In this article we have focused on the academic success of the students. Student 
Academic success is an important indicator to measure the quality of education and 
the etablissement success. Successed student means that the student has completed 
their program and validates every semester. Student academic success is defined as a 
group of metrics that measure engagement, course completion and also learning. 
There are also several definitions of student success, which are presented in [30], they 
met that Student success is related to engagement in school activity, skills, academic 
achievement, skills, satisfaction, acquisition of knowledge and persistence. But to 
measure student academic success, we use either the Grade Point Average GPA or 
Cumulative Grade Point Average CGPA, which expresses and measures the academic 
performance of the student. In this article we will present a method for predicting the 
success of university students, because the student faces many changes, both in teach-
ing methods and in evaluation methods. While this student needs help to be success-
ful. 
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This article is divided into five parts, the first part contains the attribute selection 
methods, the second part concerns big data technology, the third part presents the 
classification algorithms used, the fourth part presents the model created and the fifth 
part contains a description of the data used and the results obtained, finally the con-
clusion. 

There are several factors that influence the academic success of students. We have 
grouped them into five groups, the personal information of the students, the academic 
evaluation, the activities of the students in VLE, Psychological, the environment of 
the students. And then we applied the methods of selection of the properties in order 
to choose properties useful for predicting student success. 

3 Feature selection 

In order to increase the recognition rate and also to improve the classification of 
the data, we applied the feature selection [15] methods to select the significant proper-
ties that carry useful information for our prediction. These methods reduce the num-
ber of properties by removing properties which do not have a great effect on the re-
sults of the prediction. With the reduction of properties, the size of the data will also 
be reduced, which minimizes the execution time. 

There are three types of feature selection methods. These methods differ from the 
point of view of their interactions with the classification algorithm. We distinguish the 
filtering method which removes redundant features and also searches for irrelevant 
properties using a metric statistic, and then calculate a score for each characteristic 
and the ordinates according to this score. The wrapper methods search for a subset in 
the property space. These methods are based on classification algorithms to select the 
best subset of properties. Finally, the embedded methods, which combine the two 
previous types.the selection of the sub-set of properties is done during the learning 
phase and also use a classification algorithm without the validation phase. 

In this paper we compared three variable selection methods, MRMR, and the clas-
sification algorithms, j48 and SMO. 

3.1 The minimal Redundancy Maximal Relevance algorithm 

The minimal Redundancy Maximal Relevance algorithm [16] is a filtering algo-
rithm based on the computation of correlation and mutual information to minimize 
redundance between features and also maximize relevance. 

 R(m)= 1
|P|2

∑ I(m, n)m,nєP  (1) 

 P(i)= 1
|P|2

∑ I(m, X)m,nєP   

 |P| : feature size  
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I(m, n) : mutual information between the same characteristic and the nth character-
istic. 

I(m, X ) : the mutual information between the same characteristic and the labels of 
class X. 

To calculate the score of a characteristic we use this formula: 

 Score (j) =Relevance (j) - Redondancy (j). (2) 

The second method is a Feature selection method based on j48 algorithm, that is a 
method for feature selection used j48 algorithm to validate the subset of properties. 

The third method is a Feature selection method based on SMO algorithm, that is a 
method for feature selection used a new version of SVM algorithm to validate the 
subset of properties.Considering the progressive size of student data and the need for 
real-time processing, the methods and also the storage of this data, the basic methods 
of storage and processing are not sufficient. Pushed to use big data technology, to 
make storage and processing distributed. 

Most of the styles are intuitive. However, we invite you to read carefully the brief 
description below. 

4 Big data 

Big Data [17] refers to large data that requires complex processing and which also 
poses a problem in terms of storage. Faced with the problem of massive data storage 
and processing, new technologies are needed. Hadoop framework makes it possible to 
respond to these constraints. Because it does the calculations in a way distributed over 
the nodes of the cluster is also parallel. The strong point of this platform is that it is 
open source, it offers a high level of data availability and durability because, it does 
not depend on the hardware, the data is automatically copied to different nodes of the 
cluster. Hadoop tolerant to errors and also to failures. And also, it is flexible. It allows 
you to store unstructured data of all kinds such as symbols, texts, videos or images. 
Unlike the relational database, data can be stored as is. Another advantage of hadoop 
is elasticity. It can change the number of nodes in a cluster either to reduce or expand 
the system. 

Hadoop contains several modules and technology namely HDFS, Mapreduce, 
Yarn, Pig, Phoenix, HBase, Zookeeper, Impala, Hama, Hawq, Spark, Hive, Elas-
ticSearch, Lucene, Sqoop, Mahout, Oozie, Storm and TEZ. 

5 Classification 

To predict student success, there are many data mining methods available to pre-
dict student success based on Classification Algorithms, K-Nearest Neighbors (KNN), 
C4.5, and the support Vector Machine algorithm (SVM). These algorithms are exe-
cuted under hadoop by map reduce. 
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5.1 Knn 

KNN [18] is a non-parametric machine learning algorithm and very simple and al-
so easy to implement, it belongs to the class of supervised learning algorithms. The 
KNN algorithm is used to classify an unknown example based on the classes of its 
neighbors using distance calculator with its neighbors then it takes the majority class 
of its K neighbors. The algorithm of the KNN is that it calculates the distance of all 
the examples of the training data which increases the execution time, for this reason 
we used the parallel version of the KNN in order to minimize its execution time. 

KNN algorithm 
map 
Input D,T 
D: training data 
T: testing data 
For each line of training data one at time then Compute 
the distance whith each element of T 
Distance (D,T) 
save all of the test data distance with the training 
data and their class labels in order of distance (as-
cending order) 
reduce 
k: number of neighbors to take  
take K 
take the k minimum distance and their class  
take the most frequent class 
end 

5.2 C4.5 algorithm 

C4.5 [19] algorithm is a directed classification algorithm, because it uses training 
samples, it allows the generation of decision trees to make the decision. The C4.5 
algorithm uses the discrete data and also the continuous data unlike the ID3 algorithm 
which uses the discrete data only. The C4.5 algorithm prunes the decision trees after 
they have been built. It is often used in case of incomplete data. 

C4.5 algorithm 
MR1 
Map 
Input:<p1, v1> 
- p1=line number; 
- v1= the records; 
- Extract class label and attribute  
- p2= attribute and class label 
- v2= 1 
Output(p2, v2) 
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Reduce1 
input<p2, List<v2>> 
- Counts frequency of attribute with class Label 
- P3=class label with attribute 
- V3= frequency 
Output (p3, v3) 
MR2 
Input p3 , V3 
Map  
- Calculate entropy (p3) and information gain (p3) 

and split-info (p3). 
- P4: attributes  
- V4: information gain, entropy, split-info  
output (P4 , V4). 
Reduce  
- Calculate Information Gain Ratio for each attribute 
- P5 = find the decision node 
- V5 = the Information Gain Ratio 
output (P5 , V5) 
MR3 
Input P5 , V5 
Map 
- Compute the id of the node for highest attribute 
- P6=id of the node 
- V6= Elements (attribute values) 
- until all this data are classified recall this pro-

cess to create non leaf branches 
for creating non leaf branches 

Output (P6,v6) 
Reduce  
- create the tree 
output (tree) 

C4.5 algorithm starts with the selection of the root then the branches are divided 
for each case of the attribute and so on until the cases of the branch have the same 
class. 

To find the root attribute, the c4.5 algorithm uses the gain ratio of all attributes and 
then takes the attribute with the highest gain ratio. 

Gain-ratio(T,F)=entropy(T)-∑
|Tj|

T
m
j=1  *entropy(Tj) 

T: training data. 
F: attribute. 
m: F elements number. 
| Tj |: the cases number in the jth partition. 
|T|: number of cases in T. 
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entropy(T)=∑ −di ∗ log2dim
j=1 . 

di: the proportion of Ti to T. 

5.3 SVM algorithm 

SVMs [20] are a collection of machine learning algorithms and methods. they are 
used for regression, classification and anomaly detection. SVMs are very flexible and 
easy to use, its principle is to separate the training data, according to their classes by 
borders in a way to maximize the distance (the margin) between the border and the 
different groups of data. In case of non-linearly separable data, SVMs use the kernel. 
This method projects the data into a large-dimensional vector space, to separate the 
data. 

SVMs are very efficient in case of binary classification, as in our case. They are 
based on a solid mathematical theory. 

SVM Pseudo code 
Map 
Initialization of support vectors. vector support is 

empty at iteration i = 0. VSg is empty 
Until hi = hi-1 do 
 for m ∈ M // for any mapreduce function m in 

m=1,2,…,M 
𝑆𝑆𝑚𝑚𝑖𝑖 ⃪𝑆𝑆𝑚𝑚𝑖𝑖 ∪𝑉𝑉𝑉𝑉𝑔𝑔𝑖𝑖 
 End for 
 i⃪i+1 
End until 
 
Reduce 
While hi ≠ hi-1 do 
 for m ∈ M 
𝑉𝑉𝑉𝑉𝑚𝑚,hi⃪binary_svm(Sm) 
 end for 
 for m ∈ M 
𝑉𝑉𝑉𝑉𝑔𝑔⃪𝑉𝑉𝑉𝑉𝑔𝑔∪𝑉𝑉𝑉𝑉𝑚𝑚 
 end for 
 i⃪i+1 
End while 

hi: the best hypothesis at i iteration. 
M: number of mapreduce function or number of computers. 
Sm: sub data at computer m. 
VSm: support vector at mapreduce function m. 
VSg: the global support vector. 
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6 Dataset 

There are a number of factors that influence a student's prediction of success. 
When we counted the factors according to their occurrence in the literature, in the first 
order, we found, academic achievement, E-learning academic activity, student de-
mographique, psychological attributes and also student environment. These factors 
contain a combination of attributes, as shown in this figure. 

 
Fig. 1. Student success prediction attributes 

We added the data of the practical work, Absences time number, distance from 
home and also Number of retrofitted module as attributes that will give a great value 
to the prediction of student success. 

The model used. 
Student data source: LMS, student university folder. 
Data extraction, preprocessing (data cleaning (), discritisation), feature selection, 

storage in hdfs, classification, model creating, evaluation. 

 

Personal information 
- Gender 
- Nationality 
- Age 
- Economic status (rich, 

medium, poor) 
- Distance from home 
- Parent educational 

level 

Academic assessment 
- Test of acces  
- GPA 
- Courses marks 
- High school marks 
- Number of retrofitted 

module  
- Absences time number 
- Practical works marks 

Psychological 
- Student interest 
- Psychological 

trouble 

Student VLE activity 
- Number of access into virtuel 

classroom. 
- Number of discussion. 

Student environment 
- Assessment  type 
- Duration of the 

module 

Students 
academic 
success 
factors 
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Fig. 2. System architecture used for student prediction 

This model helps administrators and teachers predict student success or failure, and 
also intervene, to help students who are threatened with academic failure by possible 
tools. 

This system begins with the collection of student data to build a database for the 
learning and testing phase. These data are passed to the cleaning phase to remove 
redundant data and incomplete data, and after discretization of continuous data, in 
order to make them usable by classification algorithms. The last three phases consti-
tute the preprocessing step. The next step is the selection of attributes or the selection 
of variables. This step makes it possible to reduce the size of the data and to remove 
non-significant or redundant or irrelevant attributes. This increases the quality of 
prediction and minimizes the execution time. In this step we compared four attribute 
selection methods, the MRMR method and two envelope category attribute selection 
methods which are based on the j48 and SVM classification algorithms. Now the data 
is ready to use, it is stored in a distributed manner in HDFS to be used for the classifi-
cation step. In this step, we compared three binary classification algorithms, because 
we have two classes, the “successful” class and the “Failure” class. After the classifi-

Data collection Data cleaning Discritisation 

Feature selection 

Storage in 
HDFS 

Classification 
MapReduce 

Model creating 

Evaluation 

Student data 
(LMS data, 

student 
folder) 

Decision 
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cation we took the most powerful algorithm to use it in the model. Finally, we built a 
recommendation system that allows the prediction of student success. 

7 Results 

To choose the appropriate model for predicting student success, we tested several 
models that differ according to the attributes used, the attribute selection methods and 
the classification algorithms used. 

We went through the confusion matrix, to calculate performance measures, which 
allowed us to evaluate the models for predicting student success or failure. 

The measurements used are recall, precision, F-Measure, accuracy and Specificity. 

─ Recall, it is also called sensitivity, it represents the ability to detect student success 
by this model. 

 Recall= TP
TP+FN

 (3) 

─ Precision, it represents the capacity of this model to detect only really successful 
students. 

 Precision= TP
TP+FP

 (4) 

─ F-Measure is an evaluation criterion which is linked to both recall and precision, it 
is the harmonic mean. 

 F−mesure=2xPrecisionXRecall
Precision+Recall

= 2TP
2TP+FP+FN

 (5) 

─ Accuracy, it is the proportion of correctly predicted student success. 

 Accuracy= TP+TN
TP+TN+FP+FN

 (6) 

─ Specificity, it represents the ability of this model to detect all failed students. 

 Specificity= TN
FP+TN

 (7) 

TP: true positive 
TN: true negative 
FP: false positive 
FN: false negative 
Positive means class successful and negative means class failure. 
True represents a correct classification, and false represents an incorrect classifica-

tion. 
The prediction quality increases as the previous measurements increase or close to 

1. 
These measurements were applied to models that use the MRMR method for the 

selection of attributes. 
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The following table shows the results obtained of MRMR algorithm. 

Table 1.  The results obtained by MRMR method 

Algorithm Recall Precision F-Mesure Accuracy Specificity 
SVM 0.82.73 0.83,65 0.83,19 0.83 0.83.26 
KNN 0.80.08 0.82,82 0.81,42 0.80.99 0.81.99 
C4.5 0.78.35 0.83,24 0.80,72 0.80 0.81.89 

 
This table presents recall, precision, F-Measure, Accuracy and Specificity of each 

student success prediction model with the classification algorithms used. According to 
the results of the table, we note that all the measurements are between 0.80 and 0.84 
except the recall of the C4.5 algorithm which is less than 0.79. The accuracy of the 
SVM and also the other measurements of the same algorithm are the highest, fol-
lowed by the KNN and finally C4.5. This makes the SVM algorithm the most effi-
cient using the MRMR method for the selection of attributes. 

For the results of the performance measurements of the models that use the j48 al-
gorithm for the selection of attributes, the results are obtained which are presented in 
the following table. 

Table 2.  The results obtained by the method based J48 algorithm 

Algorithm Recall precision F-Mesure Accuracy Specificity 
SVM 81.33 88,51 84,76 84 87.23 
KNN 82.13 84,60 83,34 83 83.92 
C4.5 83.08 90,63 86,69 86 89.55 

 
According to the previous table, the model which uses the C4.5 algorithm has a 

very high classification rate (86%) compared to the other models. This is due to the 
use of the j48 algorithm [21] which is an implementation of the C4.5 algorithm at the 
attribute selection phase, with a precision exceeding 90%. And in second place is the 
model based on the SVM algorithm at the classification phase with a classification 
rate of 84%, and in third place we have the model which uses the KNN algorithm at 
the classification phase with a classification rate of 83%. 

After the results of the performance measurement of the models which are based 
on the algorithm j48. The following table shows the results of the performance criteria 
that correspond to the models that are based on the SMO algorithms in the classifica-
tion phase. 

Table 3.  The results obtained by the method based SMO algorithm 

Algorithm Recall Precision F-Mesure Accuracy Specificity 
SVM 87.09 87,82 87,45 87.32 87.57 
KNN 83 88,07 85,45 84.92 87.12 
C4.5 85 87,87 86,41 86.1 87.29 
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When using the SMO algorithm in the attribute selection phase it was noticed that 
the model based on the SVM algorithm has the highest classification rate (87.32%) 
followed by the model based on the algorithm C4.5 then the model based on the KNN 
algorithm. The increase in the classification rate of the model based on the SVM algo-
rithm is due to the use of the SMO algorithm in the attribute selection phase, because 
the SMO algorithm [22] is a simpler implementation of the SVM algorithm. 

According to the results of the previous tables, we noticed that the model based on 
the SVM algorithm and the SMO algorithm is the most efficient because, the classifi-
cation rate of this model and also its capacity to detect the success or the failure of 
students are the highest. Depending on the classification rate, we also notice that the 
models which are based on the SMO algorithm have the maximum classification rate 
compared to other algorithms (KNN and C4.5). 

These performance measures alone are not enough. Because the choice of model 
also depends on the execution time. The following graph shows the execution time for 
each model. We took the time to run models based on the SMO algorithm because it 
gave maximum precision for all classification algorithms. 

 
Fig. 3. SVM, KNN, C4.5 execution time 

The preceding graph shows the execution time of the classification algorithms 
SVM, KNN and C4.5. 

From the graph, we notice that the execution time of the SVM algorithm is the 
minimum followed by the KNN and finally the C4.5 algorithm. 

SVM KNN C4.5
0.3

0.32

0.34

0.36

0.38

0.4

0.42

execution time(s)
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8 Conclusion  

The prediction of the success of the students is a very useful method because, it al-
lows to decrease the rate of the academic failure by the intervention of the professors 
and all the actors in the teaching in the event that a student is (discovered) triggered 
by the system as a student is threatened by academic failure. The results of the com-
parison of models by performance measures and by execution time prove that the 
model based on the SMO algorithm at the attribute selection phase and the SVM 
algorithm at the classification phase is the best model among the models built. It has 
the highest classification rate (87.32%) and the lowest execution time. 

After the selection of the attributes, we found that the factors that most influence 
the prediction of student success are firstly all the attributes of Academic assessment 
followed by economic status, parent educational level, distance from home, student 
interest, psychological disorder and number of access into virtual classroom. The 
other attributes have no value to add for predicting student success. 
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