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Abstract—We present a method to evaluate fill-in-the-blank student answers 
in STACK using a string metric, which is not possible in the current version of 
STACK. To increase the quality of the evaluation, we use whitelist and black-
list instead of a single teacher answer. The performance of a STACK question 
equipped with a string metric is quantitatively demonstrated by evaluating its use 
in mathematics courses.
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1	 Introduction

Online assessment is a quick, practical and cheap way to capture the current level 
of knowledge of learners and to support learning processes. With the existing technical 
tools, however, the open or fill-in-the-blank questions can hardly be implemented, since 
typing errors and synonyms have to be taken into account when evaluating the student 
answers, see Section 2. However, this type of questions is considered important from a 
didactic point of view. For online assessment in the mathematics lectures at Esslingen 
University of Applied Sciences, we use the STACK plug-in within the Moodle learning 
platform, that is the world-leading open-source online assessment system for mathemat-
ics and STEM fields [8]. It is available for Moodle, ILIAS and as an integration through 
the web services protocol Learning Tools Interoperability. Currently there is no evalu-
ation of the string inputs in STACK. Here we present how we have extended STACK 
with this missing functionality, Section 3. To achieve this we used one of the string 
metrics for measuring the distance between two strings: the Damerau-Levenshtein dis-
tance, which plays an important role in natural language processing. Informally, this 
distance is the minimum number of single-character edits (insertion, deletion, substi-
tution, transition) required to change one string sequence into the other. This enables 
a string evaluation. String based distance is much easier to determine than semantics 
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based distance, for which one uses e.g. WordNet [2], i.e. a large database of words 
linked by semantic and lexical relations, equipped with a semantic metric to introduce 
semantic similarity. Machine learning methods, see e.g. [9], would also be applicable 
here, but their realization is too complex for our purposes. We implemented a string 
metric in computer algebra system MAXIMA, see [4], and placed the corresponding 
function in the Question variables field of the STACK question concerned. Note that 
the term ‘STACK question’ in this paper refers to a task. Finally, we demonstrate the 
performance of the proposed method by using it in a mathematics course, Section 4.

2	 String inputs and the challenge of question answering

The plug-in STACK is an open source system for computer-based assessments in 
mathematics and related disciplines [3]. It enables task based teaching. For knowledge 
retrieval STACK offers a set of different input types: Algebraic Input, Checkbox, Top 
down list, Equivalence reasoning, Matrix, Notes, Numerical, Radio, Single character, 
String, Text area, True/False and Units. The inputs are evaluated – if possible – by 
means of MAXIMA. However, the input type ‘String’ cannot be evaluated in STACK, 
although it may be suitable for both closed and open questions. Closed questions are 
characterized by a predefined solution path and a unique solution. Questions of this 
type focus on factual and procedural knowledge that are relatively easy to query. In 
contrast, open questions are characterized by few instructions, possibly several solu-
tions or no clear solution. According to Bloom’s taxonomy of learning objectives in 
the cognitive learning area, open questions are to be classified under objectives such 
as analyze, evaluate, create, which promote higher order thinking skills, because these 
questions give space for own ideas and ways of solving problems; encourage inde-
pendent thinking; transfer responsibility to learners and contribute to the networking 
of knowledge [5]. Thus, it is especially important to be able to set open questions in 
an online assessment tool and to evaluate the answers. As an example, we give some 
questions with corresponding teacher answers, for which the input type ‘String’ is to be 
preferred in our opinion.

Exercise: Consider the differential equation y′(t) + y(t) = 0.

a)	 Classify this equation.
	 Teacher answer: linear with constant coefficients, 1-st order, homogeneous
b)	 What methods do you know that can be used to solve this DGL?
	 Teacher answer: exponential ansatz, separation of variables
c)	 The equation above is now provided with an inhomogeneity: y′(t) + y(t) = 1. 

Which method would you apply to find the particular solution?
	 Teacher answer: variation of the constant
d)	 Can the inhomogeneous equation be solved without the exponential approach? 

If yes, with which method?
	 Teacher answer: separation of variables

Such a task is currently not evaluable in STACK as an open question with ‘String’ 
as input type. However, the procedure presented in the next section sets up a possibility 
for this.
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3	 String input meets string metric

We implemented the Damerau-Levenshtein distance calculation between the student 
answer (SA) and the teacher answer (TA) in MAXIMA, [1, 6, 7]. To increase the quality 
of the assessment, we extended the function by the following components:

•	 We compare the student answer not only with a single teacher answer, but with a list 
of variations or synonyms of it. In the information technology, such a list is called 
whitelist = {TA1, TA2, TA3, …}. Therein, for example, the frequently occurring typing 
errors or permutations of words can also be taken into account. Thus we obtain the 
distances d(SA, TAk) from which the lowest distance is used for further calculations.

•	 The experiments with whitelists have shown that some contrary student answers 
have almost equal edit distance to the teacher answer, e.g., the answers ‘asymptoti-
cally stable’ and ‘asymptotically unstable’. By introducing the so-called blacklist = 
{BA1, BA2, BA3, …}. (i.e., list of incorrect answers) and determining d(SA, BAk), we 
succeeded in analyzing the student answers multivariately and thus being able to 
distinguish them more precisely, see Figure 3.

•	 To have a relative measure of the difference between two strings, we convert the edit 
distance d(a, b) ∈ [0, max{|a|, |b|}] of type integer to similarity s(a, b) ∈[0, 1]  of 
type float:

	 s a b d a b( , ) : ( , )
� �1

max{| |,| |}a b
	 (1)

where |a|, |b| are the respective string lengths. For understanding we give the edit 
distance and similarity for the terms ‘Rectangle’, ‘Triangle’ and ‘Circle’, see Figure 1. 

Fig. 1. Damerau-Levenshtein distance (left) and corresponding similarity (right) for the terms 
‘Rectangle’, ‘Triangle’ and ‘Circle’

The high similarity of the terms ‘Rectangle’ and ‘Triangle’ is due to the common 
word ‘angle’. Note that for similarity (1) the triangle inequality does not hold in 
general.	
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•	 For the similarity between a string a and a list = {b1, b2, … bK}  we use the maximum 
norm:

	 s a list s a b
k K k( , ) : max ( , )( ).

, ,
=

= …1

•	 The decision whether a student answer is ‘correct’ or ‘wrong’ is made from the sim-
ilarities and the previously empirically determined threshold q. If 

	 (s(SA, whitelist) > s(SA, blacklist)) ∧ (s(SA, whitelist) > q),	 (2)

then student answer SA is accepted, otherwise rejected, see acceptance and rejection 
domains in Figure 3.

The described procedure is implemented as follows.

Fig. 2. Fill-in-the-blank question a) with string as an input type

We aim to query for a suitable solution method by fill-in-the-blank question when 
given a differential equation, see subtask a) in Figure 2.

1.	 When editing a task, the edit distance function implemented in MAXIMA must be 
inserted in the Question variables field. In addition, the whitelist and blacklist are 
declared in it.

2.	 In the Question text field, input variables and validation variables for string input 
are declared.
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3.	 Select ‘String’ as input type and e.g. whitelist [1] as model answer.

4.	 When editing the potential response tree, the self-written MAXIMA-function 
compare Strings(ans1, whitelist, true) has to be inserted in the feedback variables 
field. This function determines the similarities s(SA, whitelist)  and s(SA, blacklist). 
Then, according to condition (2), it is checked if a student answer is in the accep-
tance domain, see variable textok in the Figure. For this STACK question we set 
q = 0.8. The third argument of the function compare Strings is used for optional 
case-sensitivity in the calculations.

5.	 The boolean variable textok is finally used in the corresponding node of the response 
tree for scoring the student answer. As answer test type we choose ‘AlgEquiv’, see 
Figure below.

Herewith a STACK question is adapted and can be used in a test. The corresponding
XML file is available for interested readers at this URL: 
www2.hs-esslingen.de/~aeich/digitalerrueckenwind/stack-conference/downloads/

String_Similarity.xml. 

4	 String metric in action

The STACK question shown in Figure 2 was used in the winter semester 2021/22 
as part of a mini-test for the lecture Mathematics 2. It was completed by 53 students 
and all student answers were scored error-free. As an edit distance, we initially used the 
Jaro-Winkler distance d̃ [11], which, however is not a metric in the mathematical sense, 
since it does not satisfy the triangle inequality d̃(a, c) ≤ d̃(a, b) + d̃(b, c). This can be 
verified e.g. with the triple string a = ‘Rectangle’, b = ‘Triangle’, c = ‘Angle’. There-
fore, in the meantime, we also implemented the Damerau-Levenshtein distance, which 
is indeed a metric and thus more suitable for our purposes. Using student answers for 
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the fill-in-the-blank question in Figure 2, we demonstrate in the following the power of 
multivariate analysis applying the Damerau-Levenshtein distance.

Fig. 3. Multivariate evaluation of 18 different student answers using whitelist and blacklist 
similarity; Acceptance domain (white) is described in (2)

In Figure 3 we see 18 different student answers (in German) which are posi-
tioned in a coordinate system according to both similarities and are classified with-
out errors. The radii of the disks represent the number of equal student answers. In 
total, this task was processed 263 times. With the Damerau-Levenshtein distance, 
the correct answers can be isolated even with a lower threshold (compared to Jaro- 
Winkler distance). If q  =  0.8, the condition (2) gives the white-marked acceptance 
domain for correct answers. For the scoring we used the whitelist = {‘Variation der 
Konstanten’,‘Konstanten variieren’,‘mittels Variation der Konstanten’,‘Variieren 
der Konstanten’} and the blacklist={‘Trennung der Veränderlichen’, ‘Substitution’, 
‘Separation’, ‘Exponentialansatz’}.
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4.1	 Remarks

•	 Note that for this STACK question and the given whitelist resp. blacklist, only the 
consideration of the whitelist similarity would be sufficient for the evaluation. How-
ever, as mentioned above, there are situations where the blacklist is necessary.

•	 The Damerau-Levenshtein distance can also be computed between two longer 
strings, but the cost to compute it, which is roughly proportional to the product of 
the two string lengths, makes this impractical.

•	 The presented method is – strictly speaking – not only based on strings, but also on 
semantics, because by introducing white list and black list respectively, a (trivial) 
semantic graph consisting of two clusters is set up. For the sake of simplicity, the 
evaluation of a student answer does not take place by means of a semantic distance, 
but using the string distance to the respective cluster as a whole (single linkage, 
minimum distance, nearest neighbor, see for example [10]).

5	 Conclusion

In this paper, we presented a method to evaluate the didactically important 
fill-in-the-blank questions in a STACK questions. For the evaluation we used e.g. the 
Damerau-Levenshtein distance, which calculates a distance between two strings. The 
determination of the distance is based on string syntax alone. To increase the reliability 
of the assessment, we consider both a whitelist and a blacklist of answers. The first 
application of the method in assessment tests was completely satisfying.
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