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Abstract—Online tests with automated response systems are often used as 
pre-assessments or to give students formative feedback on their progress during a 
course. As an incentive, bonus points are commonly awarded. The pass threshold 
plays a crucial role: A low pass threshold encourages participation whereas a high 
pass threshold signals clear expectations for the course, yet is sometimes miti-
gated by allowing for repeated tries. In two first-year maths courses in different 
degree programs online tests with STACK questions were introduced. These tests 
are offered independent from the course format. They have a high pass thresh-
old, allow only a limited number of trials and count towards the final mark, i.e. 
are considered a summative assessment for the course. However, to allow for 
practice and formative assessment, “sandbox” environments were implemented 
allowing for unlimited practice. This article will give an overview over the choice 
of parameters for different implementations and discuss the findings on the use 
of the “sandbox”.

Keywords—STACK, online test, mathematics, assessment

1	 Introduction

Universities of Applied Sciences attract students from a variety of educational back-
grounds: While some come straight out of secondary school others have completed 
vocational training, decide to study after an entry-level job or go for a mid-career job 
change. For STEM related subjects, these diverse backgrounds are particularly pro-
nounced in mathematics proficiency which is a key success factor as shown in [1], [2] 
with a more detailed analyses of the situation in Germany in [3].

Universities address this heterogeneity with support measures on different levels: 
Tutorials, self-study courses and in particular, online quizzes (or tests) can address 
a range of issues besides content knowledge such as organizational or intra-personal 
skills.

One possibility of categorizing the test purposes can be captured in terms of the 
assessment: On the one hand, online tests can be used for summative feedback such as 
in digital exams. On the other hand, automating support with online tests in mathemat-
ics allows for highly individualized feedback as well as time- and space-independent 
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study opportunities and is therefore often linked to formative assessment. Both applica-
tions were boosted by the pandemic lock downs and distance teaching.

Depending on the aims of individual lecturers, the scope of the course programs or 
the study culture at institutions online tests can serve a multitude of purposes which is 
reflected in the choice of settings.

In this article, we first try to give an overview – albeit surely incomplete – of com-
mon settings. In our own institution, we introduced online tests in different courses of 
study in first year mathematics. We will compare two of these implementations which 
both try to combine formative and summative feedback by allowing for unlimited prac-
tice in a sandbox setting. We conclude by outlining some of our findings.

2	 Choices of settings in online tests

2.1	 Dimensions of settings

Learning management systems (LMS) such as Moodle or ILIAS offer many dif-
ferent choices for online test settings, the actual selection of questions being only one 
dimension. When speaking to colleagues, no two settings seem to be alike. The choices 
depend on the expected or desired student behavior, but also on external factors such 
as the embedding of the tests in the exam regulations and the role of the tests within 
the learning arrangement. In short, assessment depends on the aim and the timing [4].

Here, an overview over common characteristics of online test settings is given to 
structure the following discussion:

1.	 Assessment: This can be classified in a continuum ranging from formative to sum-
mative following the definition by Scriven [5]: In a formative assessment, feedback 
assessing the individual and subjective progress is essential to allow students to 
improve, the focus is on learning; in a summative assessment, the student output is 
measured against an objective scale evaluating the outcome at the end of a learning 
process.

2.	 Participation mode: The tests could be compulsory or optional. An optional test 
might be incentivized, e.g. by earning bonus points for an exam. This is usually 
determined by the exam regulations. A detailed overview over incentives in digital 
learning can be found e.g. in [6].

3.	 Feedback:
•	 Detail: Implementations in LMS such as Moodle or ILIAS allow for different 

levels of feedback: It can range from no feedback at all to indicating only cor-
rectness up to very detailed levels of automated response taking into account 
the student’s answer and categorizing according to the most common mistakes. 
A precise control over the level of feedback depending on the student answer is 
in particular given by systems involving a Computer Algebra System (CAS) to 
evaluate student answers such as STACK (System or Teaching and Assessment 
using a Computer algebra Kernel) [7].

•	 Timing: Feedback could be given immediately after an attempt or with a time 
delay. The latter has been found to have a profound impact on the long-term 
learning effect, e.g. [8].
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4.	 Allowing repeats: The number of tries could be limited or unlimited. In addition, 
there might even be a penalty imposed on repeats, especially if solution hints are 
given, for a suggestion for an implementation in STACK compare e.g. [9].

5.	 Pass thresholds: The pass thresholds might be high to communicate the high level of 
expectations [10], [11] or low to incentivize participation [12].

6.	 Bloom’s taxonomy: Another dimension is added by considering Bloom’s taxonomy 
of learning objectives [13], restricted here to the cognitive scale with its six levels: 
Knowledge, Comprehension, Application, Analysis, Synthesis and Evaluation. 
Online tests are often implemented for the lower levels of this scale. With higher 
levels student answers become more individualized and corresponding tasks more 
text based calling for more advanced techniques of automated assessment. An evalu-
ation of text based answers in STACK has been suggested by [14], also in this issue.

2.2	 Metric suggestion

Trying to find a metric, the above features have been grouped in Table 1 assigning 
values between 0 and 3 for each characteristic. The highest numbers roughly corre-
spond to an exam situation: strictly summative and compulsory, feedback only after 
some time, high pass thresholds, etc. On the other end of the spectrum, 0 would corre-
spond to a purely formative and optional test, such as free online tests to self-evaluate 
math proficiency before deciding on a course of study. Optional tests as part of a course 
or incentivized tests would be assigned a higher value for the participation mode.

Table 1. Suggested metric for online test settings

Value Assessment Participation Repeats 
Allowed

Feedback 
Detail

Feedback 
Timing

Pass 
Threshold

Bloom’s 
Taxonomy

0 Strictly 
formative

Strictly 
summative 
(exam)

Optional, 
freely 
available

unrestricted Full 
feedback 
including 
path of 
solution/
feedback 
specific 
to student 
input

Immediate 
feedback 
per answer

0%

100%

Knowledge 
(0.5)

1 Optional, as 
part of course

Several 
repeats 
allowed

Solution 
hints, 
general 
feedback 
on 
problem

Feedback 
after 
test in 
completed

Comprehension 
(1.0)

Application 
(1.5)

2 Incentivized 
with bonus 
points

One repeat 
allowed

Correct 
answer

Feedback 
several 
hours later

Analysis (2.0)

Synthesis (2.5)

3 compulsory once Right/
wrong

Several 
weeks 
delay

Evaluation 
(3.0)
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In a two-dimensional overview focusing on the assessment type and the partici-
pation mode some models could be displayed as in Figure 1 with additional features 
grouped around the main columns.

Fig. 1. Examples of settings in online tests

2.3	 Interdependencies

There are obviously interdependencies between the settings: for example,

•	 a summative test such as an exam would usually contain compulsory elements or be 
at least strongly incentivized;

•	 allowing for repeated tests and detailed feedback would correspond to a setting in 
which a learner receives formative feedback – summative assessment with repeated 
attempts and detailed feedback would lead to a situation in which the student runs 
the test initially to only receive the feedback for the second try;

•	 for optional tests a low threshold might have a positive effect on the participation 
rate which can then be combined with a formative assessment ([15] have coined the 
term threshold formative assessment for such a setting).

Different modes of tests have been combined in “Just in time teaching (JiTT)” 
arrangements [16] with pre-tests after working through the course material and post 
tests after the lecture or further study as in [11], [12]. These arrangements are therefore 
closely linked to the course format.

3	 Online tests and the sandbox: implementation

3.1	 Overview

In this article, we retrospectively compare the implementation of online tests in two 
different courses as also reported in [17].

118 http://www.i-jet.org



Special Focus Paper—Inside the “Sandbox”: The Effects of Unlimited Practice for Summative…

The online tests were implemented in two first-semester mathematics courses in 
information technology (IT) and automotive engineering (AE). In IT, STACK tests 
were introduced in the summer semester 2019 to automate manually marked problem 
sheets. In automotive engineering, the first tests replaced a long-standing 60-minute 
midterm exam for the first time during the lock down in the summer semester 2021.

In both courses of study, the design of the tests allowed them to be employed irre-
spective of the lecturer and the course format (as long as a minimal agreement on the 
sequence and time frame of the content is observed). Because of this ubiquitous design, 
they have been in use ever since undergoing only minor changes over time (such as the 
pass thresholds).

To allow for a common framework for comparison, we therefore focus on the initial 
implementation under a comparably high pass threshold which is the winter semester 
2019/20 for the tests in IT (second run) and the summer semester 2021 in automotive 
engineering (first run).

In the representation chosen in Figure 1, these tests can be located graphically as in 
Figure 2. They have a summative component by being incentivized with bonus points 
for the final summative exam; a formative element is introduced by practice quizzes 
closely resembling the tests. These can be attempted an unlimited number of times to 
prepare for the test proper. With reference to development systems in software engi-
neering operating independently from the live system, these practice quizzes have been 
coined “sandbox”.

Fig. 2. Choices of settings

3.2	 Comparison

In IT, the five online problem sheets to be handed in covered the course material in 
linear algebra over one semester. These online tests were preceded by a similar, slightly 
longer practice test, i.e. the sandbox, on the same topic (questions being randomized). 
The real test could be accessed only when the sandbox had been successfully com-
pleted with a minimum score of 75%. The tests had to be completed within a pre-set 
two-week time frame. No time limit was set on either the practice quiz or the test itself. 
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A bonus of 10% was granted in the linear algebra exam if 75% of the accumulated 
points in all 5 tests were achieved.

In automotive engineering, the former midterm exam was implemented as six 
10-minute online tests over the course of one semester covering both topics from linear 
algebra and analysis. The questions themselves were randomized. For each test the 
sandbox allowed practice for an unlimited number of times under the same conditions 
(10 minutes each, similar test questions). Practice was strongly encouraged e.g. by 
explaining the probability that sufficient practice would have covered the test varia-
tion. For students not reaching the pass threshold in the test itself, a single repeat was 
allowed. A bonus of 10% on the mathematics exam was granted if 5 out of 6 tests were 
successfully completed with a 75% pass threshold each.

As described above, the initial aim of the tests was different (problem sheets versus 
midterm exam) and therefore the settings differed as shown in the next sections and in 
an overview Table 2.

Table 2. Settings for online tests in first year mathematics for IT and automotive engineering

Computer Science (IT) Automotive Engineering (AE)

Since Winter term 2019/20 Summer term 2021

Replacing Manually marked problem sheets Midterm exam, 60 minute duration

Course Linear algebra Analysis and linear algebra

Test content 1.	Sets of linear equations
2.	Vector algebra
3.	Lines and planes
4.	Matrix algebra
5.	Complex numbers

1.	Sets of linear equations & Functions I
2.	Functions 2
3.	Vector algebra
4.	Limits and Differentiation
5.	Matrices and Integration 1
6.	Integration 2

Integration in 
curriculum

University-wide exam regulation: 
≤ 25% of score may be obtained during 
the semester.

60 min «Midterm-exam» in exam 
regulation (course): split into 6 tests à 
10 min each

Pass threshold 
for bonus points

75% of total score (cumulative) 5 out of 6 tests have to be passed 
individually (75% each)

Test settings One attempt, no time limit within 
two-week time frame

2 attempts in 2 weeks, 10-minute time 
limit

Sandbox 
settings

Questions partly identical to test, no time 
limit
Test made available at 75% pass rate in 
sandbox

Identical tests in sandbox 
(randomization), 10-minute time limit

3.3	 Common ground

The above differences between the tests might seem like ‘comparing apples to 
oranges’ therefore a brief overview of the common denominator seems in order:

Both implementations allow for a 10% bonus in the exam having similar pass thresh-
olds of 75% (however, different modes of reaching these). The tests were spaced out 
over the semester in two-week intervals with practice tests available for an unlimited 
number of trials in advance.
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The problem types were in the first levels of the Bloom taxonomy, i.e. the aim of 
the test was mainly focusing on providing practice in applying calculation techniques 
in first year engineering mathematics: No detailed problem solving or proofs were 
required (nor part of the course). The settings were such that immediate short feedback 
was given with the correct answer, but no detailed solution. This was due to the nature 
of these basic problems which were either standard textbook questions or had been 
presented in the lectures. Hence, the focus was on training basic calculus techniques 
leaving the solution of more complex problems to the lectures and exam preparation.

Taking into account the parameters and metrics outlined in Table 1, the multidimen-
sional settings can be compared in web diagrams as shown in Figure 3: Even though 
the purpose of the tests was different, the settings are fairly similar when represented 
in terms of parameter choices. The implementation in information technology (IT) is 
characterized by a slightly higher level in Bloom’s taxonomy and some more detail in 
the feedback.

Fig. 3. Multidimensional comparison of settings according to the metric suggested in Table 1

3.4	 Question types and technical realization

The questions for the IT implementation were almost exclusively STACK questions 
with occasional inherent Moodle formats. For the implementation in AE, the questions 
were a mixture of STACK questions and randomized questions from an in-house devel-
opment from a MATLAB-Moodle-Interface [18].

The questions aimed for the lower levels of Bloom’s taxonomy of learning objectives 
[13]: remembering, understanding and straightforward applications. The implementa-
tion made use of the CAS to include open questions to support student understanding. 
An example is shown in Figure 4 where there is an infinite number of possible solutions.
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Fig. 4. Example of open question

4	 Results

The following analysis does not contain a comparison of exam results, because of 
the different syllabi and different times (only one of the implementations having been 
conducted during distance teaching).

4.1	 Overview

In the winter of 2019/20, 172 IT students in three different parallel cohorts com-
pleted the first test – meaning that the practice in the sandbox had yielded at least 75% 
to unlock it. Averaged over all five tests, the number of average attempts in the sandbox 
was 2.2 ± 0.2, i.e. after roughly the second attempt the 75% threshold was reached. The 
maximum number of tries in the sandbox ranged from 7 to 10. The overall pass rate 
(accumulating at least 75% of the total number of points) was 79.4% meaning that 4 
out of 5 students who attempted the first test were able to secure the bonus points for 
the exam.

A comparison of these figures with the first implementation of the time restricted 
tests in automotive engineering shown in Table 3: 83 students in two parallel cohorts 
attempted the first test. No threshold was required and the concept of unlimited practice 
of similar problems in the sandbox was heavily advertised. The average number of 
attempts in the sandbox was about 10, i.e. five times higher than in the IT implemen-
tation. Individual students completed the sandbox tests up to 30 times or more. Yet the 
pass rate (counted as 5 out of 6 tests successfully completed with a score of at least 
75% each) is considerably lower with slightly less than two-third of the students who 
attempted the first test.

Table 3. Participation and results

No. of Participants 
(first test)

No. Average 
Attempts

Max. Number of 
Attempts per Student Pass Rate

IT (unlimited time) 172 2.2 ± 0.2 7–10 79.4%

AE (10 minutes) 83 9.9 ± 3.0 > 30 63.2%
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There are several possible explanations for the lower pass rates, one of them being 
that the AE tests were first conducted during the pandemic with students having a 
harder time motivating themselves to complete the course. One consideration before-
hand had been whether the sandbox might have an effect of ‘training to the test’ thereby 
trivializing it. With the observed pass rate, this concern was retrospectively dismissed 
as unfounded. Another explanation could be that the time limit was considered an addi-
tional hurdle; however, this was partly compensated by more practice attempts.

4.2	 Retention rates

These observations lead to the question whether there are observable differences in 
the retention rates, i.e. the percentage of students who participate in the tests through-
out the semester. The percentage of participants scaled to the first test is shown in 
Figure 5 for both implementations for the sandboxes as well as the tests. As expected, 
the last tests show a drop in attendance, as for many students the pass had already 
been achieved before the last attempt. In terms of percentage, the implementations 
throughout the course appear similar – none of the models displays a clear preference 
in retention rates.
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Fig. 5. Ratio of test participants scaled to initial participation

4.3	 “Learning curve”

The AE implementation had a strict time limit on the tests as well as on the attempts 
in the sandbox. The 10-minute time frame seemed to induce a high number of tries 
as shown in Table 3. Hence the question arose whether a gradual improvement in the 
results would be observable over time. In Figure 6, the average number of points is 
shown as a function of the number of the attempt in the sandbox. With the low number 
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of participants, the sandbox for test 6 shows inconclusive results (black triangles). 
However, for the first five tests, a gradual increase of points up to the pass rate can be 
observed. It seems that the majority of students take between 5 and roughly 7 attempts 
before the pass threshold can be reached confidently leading to what could be termed 
the learning curve.
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Fig. 6. Average score in sandbox as a function of attempt (for automotive engineering)

4.4	 Collaboration

For the implementation in IT, no special precautions had been taken to prevent col-
laboration. As with manually marked problem sheets, working in groups to discuss 
solutions was considered acceptable. In particular, because the questions were random-
ized, any meaningful discussion between students would therefore necessarily have to 
focus on the path of solution.

The six online tests in automotive engineering replaced a summative midterm exam, 
hence a prevention of collaboration would have been desirable. However, the imple-
mentation was overshadowed by the discussions on proctoring, data security as well 
as attempts of deception in online exams taken at home. It was therefore decided to 
circumvent these discussions by allowing the students to take the tests entirely unsu-
pervised from a computer at home.

Nonetheless, there was an interest in analyzing the data from the first cohort in AE 
by searching for patterns. Assuming that collaboration would manifest in students fin-
ishing the tests exceptionally fast with a pass.

Five out of six tests were mandatory, hence for Test 5 (labelled E) the incentive to 
seek cooperation was assumed to be maximal. In Figure 7, the results are shown (for 
technical reasons, the time taken for the tests was rounded to full minutes). It can be 
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seen that some students passed the test in as little as 4 minutes. To investigate further 
whether these time scales are realistic, we analyzed the same data for the sandbox of 
test 5 where there was not pressure to perform and therefore no need to collaborate. The 
data shown is for all attempts. As can be seen, even in the sandbox, some students pass 
the test in the same time as the test, i.e. in as little as 4 minutes.

Fig. 7. Comparison of scores as a function of time spent on test for sandbox 5 (E) and test 5 (E) 
(automotive engineering)

We therefore conclude that despite not having full insight into student behaviour and 
not being able to rule out any attempts at deception categorically, there is no indication 
for a wide scale collaboration.

One reason might lie in the sandbox approach as such: There is enough time and 
opportunity to practice without pressure and the scope of the test is limited. Whether 
this is the case and whether the time limit is adequate for all tests is currently being 
investigated.

Another explanation might lie in the social dynamics during the lock-downs: Many 
of the first-year students had little or no contact to other students outside virtual lectures 
and felt isolated. Finding a study group and working on the problems together might 
have been an additional hurdle many could not take. As the tests are continued with 
students physically present at lectures again, collaboration or the lack of it in passing 
the online tests could be an issue to investigate further.

5	 Outlook

In this paper, an overview over different settings and features of online tests was 
attempted. For two different courses of study, the implementation of a series of tests 
during the semester incentivized by bonus points for the exam was given with the details 
of the settings. The tests were preceded by practice tests in a “sandbox” environment 
adding a formative component to the assessment. Participation rates and the develop-
ment of pass rates with attempts as well as indication of collaboration were analyzed. 
Especially an implementation with a time restriction of ten minutes corresponded to 
high number of attempts with an observable increase in scores over time. No strong 
indication of collaboration for these tests were found.

The tests were implemented irrespective of the course format and have there-
fore been adopted as part of the curriculum in both courses of study. They cover the 
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lower levels of Bloom’s taxonomy of learning objectives. Therefore, these tests could 
contribute to a transparent separation of learning outcomes for a course by outsourcing 
basic calculation skills to STACK tests with automated response systems during the 
semester and focusing exam questions more clearly on higher learning objectives.
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