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Abstract—Data stream is the huge amount of data generated in various fields, 

including financial processes, social media activities, Internet of Things applica-

tions, and many others. Such data cannot be processed through traditional data 

mining algorithms due to several constraints, including limited memory, data 

speed, and dynamic environment. Concept Drift is known as the main constraint 

of data stream mining, mainly in the classification task. It refers to the change in 

the data stream underlining distribution over time. Thus, it results in accuracy 

deterioration of classification models and wrong predictions. Spam emails, con-

sumer behavior changes, and adversary activates, are examples of Concept Drift. 

In this paper, a Concept Drift detection model is introduced, Concept Drift De-

tection Model (CDDM). It monitors the accuracy of the classification model over 

a sliding window, assuming the decline in accuracy indicates a drift occurrence. 

A modification over CDDM is a weighted version of the CDDM as W-CDDM. 

Both models have evaluated against two real datasets and four artificial da-

tasets. The experimental results of abrupt drift show that CDDM, W-CDDM out-

performs the other models in the dataset of 100K and 1M instances, respectively. 

Regarding gradual drift, the W-CDDM overtook the rest in terms of accuracy, 

run time, and detection delays in the dataset of 100 K instances. While in the 

dataset of 1M instances, CDDM has got the highest accuracy using the NB clas-

sifier. Moreover, W-CDDM achieves the highest accuracy on real datasets. 

Keywords—Data Stream Mining, Concept Drift, Concept Drift Detection, Data 

Stream Classification. 

1 Introduction 

Internet of things IoTs, weather forecasting, telecommunications systems, and many 

other applications are examples of data stream applications. The utilization of these 

types of applications has resulted in the vast open-ended stream of data. In any field, 

the generated data needs to be analyzed and, further, extract knowledge from the data 

repository for different purposes. Learning from such data differs from the static data 

sources, where it has some limitations, such as limited memory and a one-time data 

scan only [1]. One of the main constraints that causes the change of the data stream is 

the change in the underlying distribution, and accordingly, misclassification is the Con-

cept Drift. Concept drift or drift, in general, is the phenomenon that deteriorates the 

accuracy of a learning model. It can be handled in the classification models through 
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different approaches, such as tracking the data probability distribution, controlling the 

model accuracy, or monitoring features changes [2]. 

 In this paper, two concept drift detection models are introduced named, Concept 

Drift Detection Model CDDM and Weighted-CDDM W-CDDM. The proposed models 

will monitor the learning process and discover the changes in the underlying data stream 

distribution. Both are implemented in Java and tested using the MOA framework. The 

models are evaluated by comparing their performance against two other models from 

the literature, which are FHDDM and MDDM-A. The reason behind choosing these 

models is that they use single classifier and sliding window. 

The rest of this paper is organized as follows. The general data stream classification 

model is described in Section 2. Section 3 presents the related works. The CDDM and 

W-CDDM are introduced in Section 4 and 5, respectively. The evaluations of the mod-

els against FHDDM and MDDM-A are presented in Section 6. The experimental results 

and the discussions are shown in Section 7 and 8. 

2 General Data Stream Classification Model 

The data stream classification model scans the incoming data stream only once in a 

dynamic environment to perform the classification task [3]. It tracks and adapts Concept 

Drift running in a limited amount of memory and time. After drift is detected, it incor-

porates the new concept by updating the classifier to maintain the model's accuracy and 

discards the old data. In a changing environment, a data stream classification model 

must consider concept drift to represents the real data situation with high prediction 

accuracy. As shown in Figure 1, the model should handle and adapt the concept drift 

while the learning process keeps progressing. Also, it should be able to distinguish the 

concept drift from noise and adapt the classification to the recent concept. Generally, 

the data stream classification algorithm has three functions: predict the class label of an 

instance, diagnose if concept drift occurred, and update the model [3] if required, which 

detailed in the following subsections. 

2.1 Phase one: Classification 

Classifying a streaming data is very different from static data in which training the 

model is done considering some constraints, including the limited memory space, the 

high speed of data arrival, and the one scan of instances. In this phase, the classifier 

identifies the class label of the instances. The incoming data stream 𝒮 is a sequence of 

instances that comes in the form of ( 𝒳1 , 𝒴1 ), ( 𝒳2 , 𝒴2 ). . ( 𝒳𝑛 , 𝒴𝑛 ) … represents the 

training data, which is utilized to build the classifier incrementally [4]. As instance 𝒳𝑡  

arrived, the classifier predicts its class label 𝒴̂𝑡 and updates the model accuracy. Then 

it accepts the next instance ( 𝒳𝑡+1 , 𝒴𝑡+1 ) to repeats the same process. The way of pre-

diction is differed according to the type of classifier used. 
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2.2 Phase two: Concept drift diagnosis 

The estimator plays an essential role in this phase, where it diagnoses the drift in the 

stream distribution. It works by monitoring the input stream to estimate desired statis-

tics of important parameters [16]. Examples of stream estimators are estimating the 

mean, error rate, standard deviation, the weighted moving mean, entropy, or many oth-

ers. 

2.3 Concept drift detection 

The primary function of classification is to decide the class label of a given instance, 

which can be described through the Bayesian Decision Theory in Equation 1 [4]: 

 𝒫(yi| 𝒳) =  
𝒫(yi) ∗ 𝒫(𝒳| yi) 

𝒫(𝒳)
 (1) 

Concept Drift occurs if the joint probability distribution at t0 is not equal to the joint 

probability distributions at t1, which can be represented as follows: 

 ∃𝑋 = 𝒫𝑡0(𝒳, 𝒴) ≠ 𝒫𝑡1(𝒳, 𝒴) (2) 

Concept Drift may take place in the stream due to the change in: 

• The prior probabilities of classes 𝒫(𝑦𝑖) 

• The class-conditional probability distributions 𝒫(𝒳| 𝑦𝑖), or 

• The posterior probabilities 𝒫(𝑦𝑖|𝒳). 

There are several patterns of Concept Drift such as :(1) abrupt drift; which occurs 

suddenly, (2) gradual drift; that emerges in un suddenly way over the time, and (3) 

reoccurring drift; that reappear after some time. 

Concept Drift detection is an essential phase in the data stream classification model, 

where it detects Concept Drift. Many techniques monitor the classification error rate, 

or the distance between two errors includes DDM [5], and EDDM [6]. While, some 

other techniques monitor some performance indicators such as FHDDM [7]. 

The importance of this phase is to make the data stream classification model adap-

tive. It is responsible for signaling the drift alarm, determining which data to discard, 

and how to adapt the change. The detection methods in the literature are categorized 

into informed or blind methods [1]. The informed method detects the drift explicitly. 

Examples of such type are DDM [5], EDDM [6], ADWIN [8]. After the drift occur-

rence, it triggers the learner to be updated. 

 On the contrary, blind method handle Concept Drift by updating the learner regu-

larly whether drift has occurred or not. Consequently, it leads to a high cost of resources 

and wasting time. 
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Fig. 1. General Classification Model with Concept Drift. 

3 Related Work 

A lot of researches have been developed to address the field of data stream classifi-

cation with Concept Drift. The Drift Detection Method (DDM) [5] is one of the most 

well-known statistical-based detectors. It works based on the assumption that the in-

crease in the model error rate suggests a drift. It monitors the model's error rate 𝒫 with 

its standard deviation S and two registers 𝒫min and Smin, which are updated when the 

𝒫t + St < 𝒫min + Smin. DDM detects a drift when the 𝒫t + St ≥ 𝒫min+ 3 * Smin. 

The Early Drift Detection Method (EDDM) [6] is a modified version of DDM, 

which assumes that the increase in the distance between two errors suggests a drift. It 

calculates the average distance between two recent errors 𝒫 and its standard deviation 

S. Also, it manages two registers 𝒫max and Smax, which are updated when the 𝒫t + 2 ∗
 St > 𝒫max + 2 * Smax, EDDM detects a drift when the (𝒫t + 2 ∗ St )/( 𝒫max + 2 * Smax 

) > 0.90. Reactive Drift Detection Method (RDDM) [9] is developed to improve the 

DDM performance. The proposed algorithm has overcome the problem of performance 

loss of DDM by discarding the older examples. It periodically recalculates the DMM 

calculations that determine the alarm and drift levels. Also, the drift occurs whenever 

the number of examples in the alarm level reaches the threshold. 

The Fast Hoeffding Drift Detection Method (FHDDM) is a window-based method 

[7]. It slides a window which filled with the classifier's prediction results. It calculates 

the probability of correct classification 𝒫 of the data in the window at time t and store 

the highest value reached so far in the 𝒫max variable. FHDDM detects a drift when 𝒫max 

- 𝒫 ≥ epsilon. Hoeffding’s inequality is employed to calculate the value of the param-

eter epsilon. 

Similar to FHDDM, McDiarmid Drift Detection Method (MDDM-A) [4] employs 

a sliding window, which filled with the classifier's predictions [4]. It calculates the 

iJIM ‒ Vol. 14, No. 10, 2020 93



Paper—CDDM: Concept Drift Detection Model for Data Stream 

arithmetic weighted mean of the data in the window μw
t  and keeps the maximum mean 

observed so far μw
max . It uses McDiarmid's inequality to determine the drift epsilon. 

MDDM-A detects a drift if μw
max − μw

t ≥ epsilon. 

Also, The Adaptive Windowing Algorithm (ADWIN) [8] slides a window of varia-

ble size that shrinks if drift is detected; otherwise, it keeps enlarging. It maintains two 

adjacent sub-windows; one represents the recent data and the other one for old data. 

Drift is detected if the different means of the sub-windows exceed the drift threshold. 

In the paper, the developed CDDM and W-CDDM are introduced to maintain the 

classification model with high accuracy. The main goal is to get the least False Positive 

as it is one of the shortcomings of the previously mentioned methods. Furthermore, 

these model’s applicability will help in avoiding the wastage of resources and minimize 

in the time involved due to false drift alarms. Let us consider we have a monitoring 

system; the high false alarms would result in time and resources wastage due to the un-

needed maintenance. Hence, while developing the proposed model in the present re-

search endeavor, the researcher will also focus on eliminating such fault lines. 

4 Concept Drift Detection Model (CDDM) 

The CDDM monitors the classification accuracy to track Concept Drift by estimating 

the probability of correct classification and its standard deviation. Figure 2 shows 

CDDM architecture and workflow. CDDM is designed with a generic sliding window 

of size n, considering the recent data is informative. The window will be filled with the 

results of the classifier's predictions, such that the algorithm inserts one if the prediction 

is correct, and zero if it is not, stored on the basis of first-in-first-out. As inputs pro-

cessed, the estimator monitors the results of the classification in the sliding window 

during the learning. It calculates the P_SD which, represents the probability of correct 

classification 𝒫𝑤  and its standard deviation σ𝑤 , computed over the window at time t.  

Also, it keeps the highest result of the calculation observed so far in P_SD 𝑚𝑎𝑥, which 

its value updated when the P_SD at time t is higher than the value of P_SD 𝑚𝑎𝑥 as shown 

in Equation 3. 

 𝑖𝑓   P_SD 𝑚𝑎𝑥  <  P_SD 𝑡 ⇒  P_SD 𝑡 → P_SD 𝑚𝑎𝑥  (3) 

Where 

             P_SD 𝑡 = 𝒫 𝑤 + σ𝑤      at time t  

According to probably approximately correct (PAC) learning model [5], as the num-

ber of instances increases, the classification accuracy would increase or stay steady. 

Accuracy degradation indicates the possibility of finding Concept Drift. So, probability 

of observing correct classification 𝒫𝑤  should increase or remain steady as instances 

processed. Otherwise, a Concept Drift in the evolving stream may occur. 

Hoeffding’s inequality [7] is one of the main probability inequalities used in data 

stream mining studies to bound the differences between the averages of the data stream. 

It has been used to define the epsilon of several detection methods such as FHDDM 
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[7], HDDM𝐴−𝑡𝑒𝑡𝑠 [10], and HDDM𝑤−𝑡𝑒𝑡𝑠 [10]. In probability theory and machine learn-

ing, it is used to identify the upper bound of the difference between the expected mean 

and the actual mean. In data stream studies, given the δ, which is the probability of error 

allowed, the Hoeffding’s inequality guarantees that a drift has happened if the differ-

ence between P_SD𝑚𝑎𝑥  and P_SD𝑡  exceeds the Epsilon as shown in Equation 4. Also, 

the Epsilon calculation is shown in Equation 5. 

 P_SD𝑚𝑎𝑥  − P_SD 𝑡 > 𝜀 ⇒ 𝐷𝑟𝑖𝑓𝑡 ∶= 𝑇𝑟𝑢𝑒 (4) 

 Epsilon (𝜀) =√
1

2𝑛
 𝐼𝑛 

1

𝛿
 (5) 

Where n is the window size, and δ is the probability of error allowed which is a given 

value. A lot of experiments have been conducted to choose the suitable delta value for 

CDDM’s Drift Epsilon, which is equal to 10−6. 

 

Fig. 2. The Concept Drift Detection Model CDDM. 

Figure 3 illustrates an example of how the estimator tracks the Concept Drift. A 

sliding window of size six is filled with the results of the classification. The probability 

of correct classification and its standard deviation are computed while keeping the max-

imum value of it obtained so far. The difference between them will be compared to a 

threshold, which is equal to 0.36 in this example. If the difference between them ex-

ceeds a threshold, then a drift has been occurred. 
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Fig. 3. The Estimation Process 

CDDM falls under an informed detection method, which detects the drift explicitly 

to save time and resources. It monitors the estimations produced by the estimator and 

signals a drift alarm if the condition in Equation 4 is met. After the drift occurrence, it 

triggers the learner to be replaced with a new one. Also, it resets the sliding window 

and the parameters. 

5 Weighted Concept Drift Detection Model W-CDDM 

The CDDM can be improved by assigning weights to the probability of correct clas-

sification 𝒫(1) and its standard deviation σ, indicating its importance and contribution 

in computing the value of the P_SD. In order to choose the best weights values, various 

experiments with different values have been run. W-CDDM is a weighted version of 

the CDDM that assigns a weight of 0.8 to the probability of correct classification and 

0.2 to its standard deviation, as shown in Equation 6. Also, it uses a fixed threshold of 

0.2 instead of the epsilon computed by the Hoeffding inequality. 

 P_SD 𝑡 = (𝒫 𝑤 ∗ 0.8) + (σ𝑤 ∗ 0.2)           (6) 

6 Models Evaluation 

In this section, the performance evaluation of the CDDM and W-CDDM in detecting 

abrupt and gradual drift is detailed. 
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6.1 Datasets 

In the field of data stream classification, several datasets have been introduced to 

simulate the data in the non-stationary distribution. There are two types of datasets: 

Artificial and Real datasets. Real datasets are used to represent real-world applications. 

just a few of them are suitable for evaluating classification algorithms in a non-station-

ary environment [11]. They either do not have sufficient instances or do not contain any 

Concept Drift. Also, one of its disadvantages is the disability to determine the position 

of the drift [12]. Thus, it is hard to evaluate the detection delay, True Positive (TP), 

False Positive (FP), and False Negative (FN). Consequently, artificial generators have 

been proposed. In such a generator, drift’s position and drift’s length can be determined. 

Both artificial and real datasets will be used to assess the performance of CDDM and 

W-CDDM. Examples for both cases are: 

Airline (Real): It is one of the popular real datasets used in evaluating data stream 

mining specifically for classification purposes [13]. It contains 539,384 instances with 

seven attributes. This dataset used to predict whether a given flight will be delayed or 

not. 

Forest Covertype (Real): It is a multivariate dataset with 581, 012 instances, and 

54 attributes mainly used for classification problems [14]. It is used to predict the type 

of forest cover of wilderness areas located in Colorado. 

AGRAWAL (Artificial): It is used to generate a data stream of people who intend 

to receive a loan [9]. It has nine attributes. To perform the classification, the authors 

have used the attributes to develop ten functions. Concept Drift is simulated by chang-

ing the classification functions. 

SEA (Artificial): It is one of the well-known stream generators employed to evaluate 

data stream mining with concept drift detection algorithms. It has four classification 

functions, each with three attributes where only two of them are relevant to classifica-

tion [15]. Concept Drift appears as a result of changing the classification functions. 

6.2 Evaluation measures 

On the evaluation of the performance of the CDDM and W-CDDM models, two 

perspectives are considered, the evaluation of the classification process and the concept 

drift detection process. Accuracy score and run time are well-known evaluation 

measures for classification algorithms. The accuracy score evaluates the overall model 

performance. It is calculated by dividing the number of correctly predicted instances by 

the total classifier's predictions [16].The Run Time (CPU-seconds) is the total runtime 

involved for training and evaluating a data stream model [17]. 

Besides, additional measures will be applied to evaluate the models’ performance in 

detecting the Concept Drift. A data stream classification model with a drift detector 

should achieve a high true positive (TP), low false positive (FP), and low false negative 

(FN), which can be computed on artificial datasets only, where drift position is known 

in advance [7]. The Acceptable delay length is a measure developed to measure the TP, 

FP, and FN of a data stream classification model. It mainly sets a threshold Δ to deter-

mine the acceptable range, which starts from the correct position of Concept Drift. Any 
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drift that occurs in this range is considered a true positive. First, the values of TP, FP, 

and FN are initialized to zeros. Then, when a Concept Drift is detected, there are values 

updated as follows: 

• The True Positive is increased by one if the model is able to truly discover that a 

drift occurred at time t within the acceptable delay range [t−Δ, t+Δ]. 

• The False Negative is increased by one when the model overlooks a correct drift that 

occurred at time t within the acceptable delay range [t−Δ, t+Δ]. 

• The False Positive is increased by one when the model incorrectly detects a drift 

located outside the of acceptable detection intervals. 

Moreover, the time elapsed before detecting Concept Drift can be determined, which 

is referred to as the drift detection delay [3]. It computes the time between real drift’s 

occurrence and its detection. 

6.3 Experimental setting 

The proposed models CDDM and W-CDDM are developed in JAVA. In order to 

evaluate them, the MOA framework is used to carry out the experiments. MOA comes 

with the most common drift detection algorithms and provides a wide range of artificial 

generators. CDDM and W-CDDM will be compared with MDDM-A, FHDDM. The 

reasons behind choosing these two models are that they use single classifier and sliding 

window. Following the studies in the literature, they will be run using two incremental 

classifiers, Naive Bayes and Hoeffding Tree. All experiments were executed using a 

MacBook Pro with a 2.5 GHz Dual-Core Intel Core i5, 4 GB 1600 MHz DDR3 Memory 

(ram), and MacOs Catalina. 

As mentioned before, two real datasets are used in this research, Forest Covertype, 

and Airline. We have employed a window size of 100 for all models as it results in 

better accuracy in the preliminary experiments. 

Moreover, four artificial datasets have been generated using Agrawal and Sea gen-

erators. In the experiments with abrupt drift, the window size has been set to 30 for the 

dataset of 100k, 300 for the dataset of 1M, and the acceptable delay length is set to 250. 

While, in the experiments with gradual drift, the window size has been enlarged to 100 

for the dataset of 100K, 1000 for the dataset of 1M, and the acceptable delay length to 

1000. A wider window is mandatory to enable detect gradual drift. All the experiments 

setting is shown in Table 1. Also, four scenarios have been introduced; the first and 

second scenarios simulate the abrupt drift. The third and fourth scenarios simulate the 

gradual drift. Each scenario has different dataset sizes as listed below: 

Scenario 1: A data stream of 100,000 instances was generated from the Agrawal 

data stream generator. The concept drift type is abrupt, simulated to occur every 

20,000 instances with a transition length of 50 from a concept to others. 

Scenario 2: A data stream of 1,000,000 instances was generated from the Agrawal 

data stream generator. The concept drift type is abrupt, simulated to occur every 

200,000 instances with a transition length of 50 from a concept to others. 

•  
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Scenario 3: A data stream of 100,000 instances was generated from the Sea data 

stream generator. The concept drift type gradual, simulated to occur every 25,000 

instances with a transition length of 500 from a concept to others. 

•  

Scenario 4: A data stream of 1,000,000 instances was generated from the Sea data 

stream generator. The concept drift type is gradual, simulated to occur every 250,000 

instances with a transition length of 500 from a concept to others. 

•  

Table 1.  The Models' Setting. 

Experiments 
The Model Setting 

Window size Delta Number of instances 

Real dataset  

10−6. 

Airline=539,384 

Covertype= 581, 012 

First Scenario (Abrupt Drift) 30 100,000 

Second Scenario (Abrupt Drift) 300 1,000,000 

Third Scenario (Gradual Drift) 100 100,000 

Forth Scenario (Gradual Drift) 1000 1,000,000 

 

A prequential evaluation is implemented to evaluate the CDDM and W-CDDM 

models. It has been designed to evaluate learning models that evolve over time [3]. It 

works by using each incoming instance for both testing and training. It uses the instance 

to test the model before using it for training and then update the model’s accuracy. 

Thus, the model's ability to predict instances that have never seen before is assessed. 

7 Results 

The results of all the experiments are carried out to evaluate the CDDM, and W-

CDDM models, against (FHDDM, and MDDM-A) are presented in this section. The 

algorithms are listed according to the accuracy from the highest to lowest. In artificial 

datasets, the classification accuracy, and run times are averaged and presented. Besides, 

the detection delays, TF, FN, and FP of the concept drift detection are provided. It is 

important to note that all results are average of results run between 10-30 times. The 

tables show for each scenario with different datasets accuracy, time, TP, FP, FN and 

delay as discussed above. The No_detection entry in the following tables shows the 

accuracy of running the classifier with the same drifted-dataset without drift handling. 

Table 2 and Table 3 show the results of running the first and second scenario, respec-

tively. 
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Table 2.  The Results of the First Scenario 

Dataset Classifier Models Accuracy Runtime TP FP FN Delay 

AGRAWAL 
(100k) 

NB 

CDDM 76.28 0.58 3 5 1 0.17 

FHDDM 76.01 0.64 3 14 1 0.1 

MDDM-A 75.57 0.67 3 18 1 0.067 

W-CDDM 68.57 0.66 2 440 2 0.15 

No-Detection 64.16 

HT 

CDDM 83.86 1.03 3 3 1 0.78 

FHDDM 83.5 1.16 3 13 1 0.73 

MDDM-A 80.29 1.18 3 20 1 0.29 

W-CDDM 70.11 1.56 3 401 1 0.091 

No-Detection 77.29 

Table 3.  The Results of the Second Scenario 

Dataset Classifier Models Accuracy Runtime TP FP FN Delay 

AGRAWAL 

(1M) 

NB 

W-CDDM 76.32 2.19 3 0 1 0.007 

CDDM 76.16 2.86 3 25 1 0.011 

MDDM-A 76.16 2.93 3 45 1 0.006 

FHDDM 76.15 2.4 3 31 1 0.005 

No-Detection 63.31 

HT 

W-CDDM 88.62 4.7 3 0 1 0.35 

FHDDM 88.23 4.31 3 9 1 0.11 

MDDM-A 88.2 4.4 3 12 1 0.1 

CDDM 87.42 4.3 3 7 1 0.088 

No-Detection 78.45 

 

Table 4 shows the results of running scenario three, which simulates gradual drift 

with 100,000 instances. Another experiment simulates the same type of drift with one 

million instances being run and the results are presented in Table 5. 

Table 4.  The Results of the Third Scenario 

Dataset Classifier Models Accuracy Runtime TP FP FN Delay 

SEA 

(100k) 

NB 

W-CDDM 87.84 0.42 2 1 1 0.58 

MDDM-A 87.52 0.47 2 0 1 0.69 

FHDDM 86.9 0.45 1 1 2 0.27 

CDDM 86.6 0.39 0 1 3 0 

No-Detection 85.34 

HT 

FHDDM 86.53 0.74 0 1 3 0 

CDDM 86.43 0.71 0 1 3 0 

W-CDDM 86.13 0.67 1 4 2 0.27 

MDDM-A 86.13 0.89 1 4 2 1.35 

No-Detection 85.56 
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Table 5.  The Results of the Fourth Scenario 

Dataset Classifier Models Accuracy Runtime TP FP FN Delay 

SEA 
(1M) 

NB 

CDDM 88.25 2.08 2 1 1 0.012 

MDDM-A 88.25 3.75 2 1 1 0.014 

FHDDM 88.24 2.1 2 1 1 0.11 

W-CDDM 86.11 0 0 0 3 0 

No-Detection 86.11 

HT 

FHDDM 88.91 3.35 3 0 0 0.31 

CDDM 88.9 3.55 3 0 0 0.293 

MDDM-A 88.89 4.66 3 0 0 0.295 

W-CDDM 86.93 3.52 0 0 3 0 

No-Detection 86.93 

 

As the Concept Drift location is not known in real-world datasets, evaluating the 

detection performance is not possible. The results of evaluating the models on the Air-

line dataset and Forest Covertype with NB and HT are presented in Table 6. Also, the 

number of Concept Drift discovered are shown. 

Table 6.  The Results of the Real Datasets 

Dataset Models 
NB 

Models 
HT 

Accuracy Run time # of drift Accuracy Run time # of drift 

Airline 

CDDM 67.38 2.66 116 W-CDDM 66.35 10.23 200 

W-CDDM 67.13 2.74 151 MDDM-A 66.34 10.41 188 

FHDDM 67.06 2.61 124 FHDDM 66.04 11.01 169 

MDDM-A 66.92 2.76 151 CDDM 65.87 10.53 162 

No_Detection 64.32 
No_Detec-

tion 
65.04 

Cov-

ertype 

W-CDDM 84.97 7.81 1206 W-CDDM 85.07 14.23 1128 

MDDM-A 84.89 7.94 1319 MDDM-A 84.98 14.53 1230 

FHDDM 84.82 7.59 1172 FHDDM 84.79 14.02 1110 

CDDM 84.68 7.76 1001 CDDM 84.71 13.47 931 

No_Detection 60.00 
No_Detec-

tion 
79.98 

8 Discussions 

8.1 Regarding artificial datasets 

The CDDM and W-CDDM are evaluated in detecting abrupt drift through scenarios 

one and two. The results of the first scenario with NB and HT are summarized in Table 

2, which shows that CDDM is the highest in term of accuracy, shortest run time, and 

has the lowest value of FP among other models using both classifiers. This means that 

CDDM can detect exact drifts and not exaggerate the existing drifts in the dataset. From 

the table, we can also notice that W-CDDM has the least accuracy by 68.57 with NB 

and 70.11% with HT and the longest run time. The reason is due to the high FP value, 

iJIM ‒ Vol. 14, No. 10, 2020 101



Paper—CDDM: Concept Drift Detection Model for Data Stream 

which indicates that W-CDDM is falsely considering valid instances as drift. It is worth 

noting that this does not mean that the model is not valid for drift detection because 

adjusting window size can reduce the FP and FN values. However, the results of en-

larging the window size to 150 for all models show that W-CDDM’s FP’s value is 

reduced to three. One of the most important performances in stream mining is the de-

tection delay where MDDM-A results in the shortest delay in NB experiment with 

0.067 seconds, while the W-CDDM is the shortest in the HT experiment with 0.091 

seconds. The No_detection values in the experiment are 64.16% and 77.29 with NB 

and HT classifiers increased as a result of drift handling. Figure 4 shows the models’ 

accuracy through the classification process, where the dotted lines represent the drifts. 

 

Fig. 4. The Accuracy Evolution of the First Scenario 

From Figure 4, we can see that there are two possible cases after drift occurrence, an 

increase or decrease of accuracy. For example, After the drift in instance# 20,000, the 

accuracy has been decreased by instance# 30,000. This is means that the classifier takes 

time to recognize the drift and repair itself. In contrast, the accuracy has been increased 

in instance# 70,000 as a result of the drift in instance# 60,000. This indicates that the 

classifier has been rebuilt with new data after the detection. 

The number of instances has increased in the second scenario to one million in-

stances. This experiment aims to test the effect of dataset size on models’ performance. 

The results in Table 3 show that W-CDDM achieves the highest accuracy and lowest 

FP using both NB and HT classifiers. Also, it has the shortest classification run time of 

2.19 s with the NB classifier, while CDDM run time is the shortest of 4.3 s using HT 

classifier. FHDDM results in the shortest detection delay of 0.005 s using NB, while 

CDDM detection delay is the best with 0.088 s in HT experiments. Figure 5 presents 

the models’ accuracy as instances increasing. 
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Fig. 5. The Accuracy Evolution of the Second Scenario 

From Figure 5, we note that with NB classifier, all models have the same perfor-

mance during the process, so their accuracy values are all relatively similar. In the HT 

classifier, the models' performance in first drift are varying, but then in the end data, 

their performance becomes similar. 

The model's ability to detect gradual drift has been assessed in the third scenario. 

The results in Table 4 show that W-CDDM outperforms the rest in terms of accuracy, 

and detection delays, except in NB classifier experiments, the MDDM results in the 

lowest false positive. The result of running the same scenario with the HT classifier 

shows that FHDDM and CDDM have high FN value of 3 as they do not detect any 

drift; nonetheless, it has the highest accuracy. FHDDM has the lowest detection delay 

of 0.27 s; however, the reason for this is that only one drift is detected. While the other 

models such as MDDM_A and W-CDDM have detected two drifts, thus their delays 

are longer since it is the total of drifts delays. W-CDDM and MDDM have the same 

accuracy, but W-CDDM is better in the run time and detection delay. The accuracy 

evolutions of all the models using both classifiers are shown in Figure 6.  

 

Fig. 6. The Accuracy Evolution of the Third Scenario 

From Figure 6, we can observe the reason for the high accuracy of FHDDM and 

CDDM because they falsely considered drift in the end of instances, and accordingly, 

the classifier has been replaced with a new one using a new concept, so their accuracy 

increased. 

Besides, CDDM and MDDM-A get the same accuracy value as do the TP, FP, and 

FN in the fourth scenario with the NB classifier, as shown in Table 5. Compared to 

MDDM-A, CDDM is better where it has the lowest run time of 2.08 s and detection 
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delay of 0.012 s. For HT, the FHDDM results in the highest accuracy of 88.91 %, fol-

lowed by CDDM with 88.9 %. Also, CDDM results in the lowest detection delay of 

0.293 s compared to the rest. Moreover, it noticed that the No_detection entry values 

are the same as the of W-CDDM’s accuracy as it did not detect any drift. Consequently, 

it proves that detecting drift may improve the accuracy. Figure 7 shows the models’ 

accuracy through the classification process. 

 

Fig. 7. The Accuracy Evolution of the Fourth Scenario 

Figure 7 shows that W-CDDM accuracy is the lowest in all the instances stages 

where it does not detect any drift. 

8.2 Regarding real datasets 

The experimental results for Airline and Covertype dataset in Table 6 show that the 

accuracies of the classification models have been increased as a result of employing 

concept drift detection. In the airline dataset, The CDDM and W-CDDM achieve the 

highest accuracy with NB classifier. In terms of classification run time, FHDDM results 

in the shortest time of 61s, followed by CDDM and W-CDDM. Also, the W-CDDM 

overtakes the rest of the models with a HT classifier in terms of accuracy and run time. 

In the Covertype dataset, the W-CDDM is the highest in the classification accuracy 

using both classifiers. Similar to the Airline dataset, FHDDM results in the shortest run 

time of 7.59 s using the NB classifier while CDDM is the shortest in classification 

runtime with 14.02 s using HT classifier. 

9 Conclusion 

In this paper, two models for concept drift detection in data streams are proposed, 

named CDDM and W-CDDM. They work by monitoring the classifier's predictions, 

which are filled in sliding a window of size n. Two variables are maintained through 

the learning process P_SD 𝑡  and P_SD 𝑚𝑎𝑥 , which indicate the probability of correct 

classification and its standard deviation. The drift is detected if the difference between 

these two variables exceeds the epsilon. 

CDDM and W-CDDM have evaluated against FHDDM and MDDM-A through ex-

periments were carried out using four artificial dataset simulating abrupt and gradual 

104 http://www.i-jim.org



Paper—CDDM: Concept Drift Detection Model for Data Stream 

concept drifts with different sizes, as well as two real-world datasets. The results of 

detecting abrupt drift on the artificial dataset with 100 K instances, show that CDDM 

outperformed existing models in detecting abrupt drift in terms of classification accu-

racy values, run time, and false positive. Also, W-CDDM was the best in accuracy and 

had the lowest FP value with both classifiers when the dataset has been increased to 1M 

instances. Regarding gradual drift, the results of evaluating the models on the dataset 

of 100 K instances showed that W-CDDM outperformed the rest in terms of accuracy, 

run time, and detection delays. While in the dataset with 1M instances, CDDM has got 

the highest accuracy using NB classifier and FHDDM is the highest in accuracy using 

HT classifier, followed by CDDM. Moreover, the W-CDDM achieves the highest ac-

curacy on real datasets. 
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