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PAPER

Comparison of Predictive Algorithms for IoT Smart 
Agriculture Sensor Data

ABSTRACT
This paper compares predictive algorithms for smart agriculture sensor data in Internet of 
Things (IoT) applications. The main objective of IoT in agriculture is to improve productivity 
and reduce production costs using advanced technology and artificial intelligence. In this 
study, we compared various predictive algorithms for analyzing IoT smart agriculture sensor 
data. Specifically, we evaluated the performance of NeuralProphet, Random Forest Regression, 
SARIMA, and Artificial Neural Networks (ANN) by KERAS algorithms on a dataset containing 
temperature, humidity, and soil moisture data. The dataset was collected using IoT sensors 
in a smart agriculture system. The results showed that Random Forest Regression, Seasonal 
ARIMA, and Artificial Neural Networks by KERAS algorithms outperformed NeuralProphet 
algorithm in terms of accuracy and computational efficiency.

KEYWORDS
NeuralProphet, Random Forest Regression, SARIMA, Artificial Neural Networks (ANN) by 
KERAS, Internet of Things (IoT), smart agriculture sensor data, artificial intelligence (AI)

1	 INTRODUCTION

Computing power has reached a state where many can predict future results 
using a sample of data for whatever objective they want to achieve. Humans have 
historically been trying to forecast weather and climate in the future.

Using artificial intelligence and a sample of data containing temperatures from 
past dates, we can predict temperatures for future dates. Temperature is usually 
affected by different weather phenomena such as humidity and pressure, but his-
torically, temperatures have yearly trends that can be used to get an idea of future 
temperatures.

The sample data has been measured using IoT sensors in Libelium Smart 
Agriculture modules, which measure air temperature, air humidity, air pressure, 
and soil moisture.
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Different algorithms have been used to get predictions, and some of them 
returned similar results. In this paper, we are going to compare the results predicted 
by four different algorithms: NeuralProphet [12], Random Forest Regression [11], 
SARIMA [10], and Artificial Neural Networks (ANN) [13] by KERAS.

The aim of this paper is to compare results from four different AI prediction 
algorithms that return similar results. Most of these algorithms use step predictions, 
which are based on the assumption that every temperature measurement is based 
on the previous measurement. Temperature samples for these algorithms have been 
measured hourly by IoT sensors for five years. A sample this large can be used to 
train models to show a near-accurate prediction of future temperatures. Models are 
going to be trained for many cycles so they can show as accurate results as possible. 
Once results have been produced, they will be compared with each other to find 
differences between them, comparing their visualizations and errors.

The following in the second section presents the related work for this topic. The 
third section presents the methodology we used for this research. The fourth part 
presents the results of the research. Last are the conclusion and future works.

2	 RELATED	WORKS

This study [1] introduces an innovative Internet of Things (IoT) framework for 
agriculture, enabling real-time data collection and predictive analysis. By integrat-
ing sensors to monitor soil conditions and crop health, farmers receive actionable 
insights for optimized decision-making and resource allocation, revolutionizing 
traditional farming methods.

The research [2] presents a wireless sensor network (WSN) framework for smart 
agriculture. It employs IoT technology to track soil conditions, temperature, and 
moisture, enabling real-time data analysis for informed decision-making by farmers. 
This work showcases IoT’s potential to enhance sustainable resource management 
and crop yield.

The research [3] introduces an IoT-centered irrigation system that employs predic-
tive algorithms. Through the real-time collection of data and the utilization of predictive 
models, this system adeptly orchestrates irrigation schedules to optimize water con-
sumption. This endeavor enhances smart agriculture by enhancing resource alloca-
tion and bolstering crop yield through the synergy of IoT and predictive algorithms.

This paper [4] introduces IoT-enabled climate prediction for Smart Farming 4.0, 
employing IoT sensors and LSTM algorithms. The system forecasts climate patterns, 
aiding proactive decision-making in agriculture. It advances precision farming by  
mitigating adverse climatic conditions, enhancing crop yield, and managing resources.

Exploring IoT in precision farming, the authors [5] highlight its potential to revolu-
tionize agriculture. By utilizing IoT devices for real-time monitoring and data-driven 
decisions, precision farming becomes sustainable and high-yield. This work contrib-
utes to agricultural technology’s transformative impact on resource-efficient practices.

This research [6] employs IoT-based WSN and deep learning (DL) for evapo-
transpiration modeling in irrigation scheduling. The specialized DL technique opti-
mizes water management. By utilizing IoT and advanced DL, the study enhances 
agriculture, achieving optimal water utilization and crop yield.

Investigating predictive analytics for IoT-enabled smart homes, the paper [7] 
optimizes energy consumption for sustainable urban development. Leveraging IoT 
technology and predictive modeling, it promotes efficient energy management in 
smart homes, aligning with eco-friendly urban planning.
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This study [8] introduces a blockchain and smart contract framework for manag-
ing drones and IoT sensors in agriculture. It enhances transparency, traceability, and 
security in farm operations, contributing to precision agriculture and sustainable 
practices.

The paper [9] presents a hybrid classifier for analyzing sensor data in climate- 
smart agriculture systems. This approach combines classification techniques to 
interpret complex data, advancing precision farming and resource optimization.

A comparison of machine learning (ML) algorithms for crop yield prediction 
using sensor data in precision agriculture. The study [16] assesses algorithms like 
decision trees, random forest, and gradient boosting, highlighting their varying 
performance based on sensor data type.

This study [17] employs ML algorithms and deep learning to distinguish stars and 
galaxies from astronomical images. The authors explore accurate classification using 
machine learning, contributing to advancements in astrophysics and data science.

The paper [18] evaluates ML algorithms for soil moisture prediction using IoT sen-
sor data. Algorithms such as random forest and artificial neural networks perform 
well, enhancing precision agriculture and efficient water management.

This research [19] compares ML algorithms for predicting fruit yield using sen-
sor data. ANNs demonstrate high performance, contributing to smart agriculture’s 
transformative potential.

The study [20] assesses ML algorithms for crop yield prediction using IoT sensor 
data. Algorithms such as gradient-boosting excel, enhance precision agriculture 
practices for optimal resource utilization.

This paper [21] evaluates ML algorithms for soil moisture prediction in precision 
agriculture. Gradient boosting and ANNs outperform other algorithms, contributing 
to efficient water management and crop yield optimization.

This study [24] explores IoT-based surveillance systems with enhanced security 
features. The integration of IoT devices and cloud technology enables real-time data 
analysis and response, emphasizing secure application development.

The research [25] focuses on classifying stars and galaxies using ML algorithms 
and DL techniques. It offers insights into accurate classification based on unique 
characteristics, advancing astrophysics and data science.

3	 RESEARCH	METHODOLOGY

From our previous research [26] we chose four algorithms to use for the predic-
tion of whether conditions as “NeuralProphet [12], Random Forest Regression [11], 
SARIMA [10], and ANN [13] facilitated by the KERAS framework” [26].

To compare the results, we get from the four predictive algorithms we use in this 
research, we employ metrics such as “mean absolute error (MAE)” [15], “root mean 
squared error (RMSE)” [22], and “mean squared error (MSE)” [23].

The datasets, henceforth referred to as samples, encompass hourly tempera-
ture readings spanning from January 1, 2017, to December 31, 2021. Utilizing these 
data points, our endeavor entails forecasting temperatures for the entire year 2022. 
Instances of sensor data gaps have been mitigated by substituting them with spe-
cific values to maintain dataset continuity. It is important to mention that before 
using the dataset, we have done data preprocessing in order to remove unnecessary 
data and missing data. The data are time-series and seasonality data saved in CSV 
format. We use Python [27] to do the experiments and Plotly [27] in the library for 
visualization of results.

https://online-journals.org/index.php/i-jim
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3.1	 NeuralProphet

NeuralProphet [12] stands as an “ANN-derived time-series model,” drawing inspi-
ration from both Facebook Prophet and AR-Net. Constructed upon Python’s PyTorch 
framework, it finds utility in making predictions for various time-series phenomena, 
including temperature forecasts [22]. Figure 1 presents the main concept behind the 
ANN model.

Fig. 1. The main concept behind the artificial neural network model [12]

This model will be employed to predict forthcoming temperature values based on 
historical temperature data.

Once our dataset is prepared and refined, it is inputted into the NeuralProphet 
model. Subsequently, the model undergoes training for 5000 epochs, resulting in a 
MAE of approximately 4.1 degrees after the specified period. Figure 2 presents the 
process of temperature prediction using NeuralProphet.

Fig. 2. Process of temperature prediction using NeuralProphet [12]
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3.2	 Random	Forest	Regression

The Random Forest [11] methodology is applicable for making predictions in 
time-series contexts. To utilize Random Forest for forecasting, a transformation of 
the dataset into a supervised learning scenario is necessary. Within this context, 
Random Forest Regression stands as a supervised learning technique, employing the 
concept of “ensemble learning.” This approach involves the amalgamation of pre-
dictions generated by numerous machine learning algorithms to yield more precise 
forecasts than those produced by a single model. The structure or the Random Forest 
algorithm is presented in Figure 3.

Fig. 3. Random Forest algorithms’ structure [11]

After our dataset has undergone cleansing and preprocessing, it will undergo a 
transformation into a supervised learning format. Subsequently, this transformed 
data will be divided into training and testing subsets. Following this partitioning, the 
model will be trained on the training data and then tested on separate testing data. 
This evaluation will yield both predictions and a MAE, which was observed to be 
approximately 5.8 degrees.

Subsequently, a comparative analysis will be conducted, aligning the predicted 
data against the actual data to verify the accuracy of the algorithm’s performance. 
This step ensures confirmation that the algorithm has successfully fulfilled its 
intended task.

3.3	 SARIMA

ARIMA [14], which stands for “Autoregressive Integrated Moving Average” [14], 
holds a prominent position as a well-recognized and extensively employed tech-
nique for predicting time-series data involving varying quantities. Introducing 
seasonality into ARIMA leads to the creation of SARIMA [10], denoting “Seasonal 
Autoregressive Integrated Moving Average.” This augmented approach becomes 
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particularly advantageous for making predictions in time-series data that encom-
pass both seasonal patterns and underlying trends.

 SARIMA (p,d,q) (P,D,Q)m (1)

In the provided function, the variable ‘p’ signifies the count of autoregressive 
terms, ‘d’ denotes the number of nonseasonal differences required to achieve sta-
tionarity, and ‘q’ represents the quantity of lagged forecast errors in the predictive 
equation. Additionally, ‘P,’ ‘D,’ and ‘Q’ are introduced for handling the seasonal aspect 
of the time series.

The forecasting procedure employed by SARIMA follows an order of 1, 1, 1. 
When the dataset is loaded, it is fit into a SARIMAX model. The prediction of tem-
perature is executed using a 1-step prediction model, wherein today’s tempera-
ture is estimated based on the previous day’s reading, and this process is repeated 
sequentially. This modeling approach yields an RMSE of merely 2.5 degrees. This 
outcome is satisfactory, considering the multitude of external variables influencing 
air temperature.

After fitting the model, we initiate non-dynamic predictions. This strategy ensures 
that only one-step-ahead forecasts are generated, implying that predictions at each 
instance are formed using the complete historical data up to that point.

Our prediction results in a MSE value of just 2.1 degrees, which is notably low 
and falls within acceptable bounds.

3.4	 ANN	by	KERAS

According to [13], ANN is a computational model inspired by the structure 
and functioning of the human brain’s neural networks. It’s a machine-learning 
approach that attempts to mimic the way biological neurons communicate and 
process information. KERAS is an open-source high-level neural network API 
written in Python. It provides a user-friendly interface for building, training, 
and deploying ANNs. The concept of how the ANN algorithm works is presented 
in Figure 4.

Fig. 4. Artificial neural network concept [13]

Our approach involves allocating 70% of the dataset for training the algorithm, 
while the remaining 30% is utilized for testing its outcomes. After the dataset is 
loaded and undergoes preprocessing, it is divided into a 70/30 ratio for the specific 
purposes of training and testing.
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The trained model adopts the Keras dense layer, featuring interconnected neu-
rons, and integrates batch normalization to optimize the training of deep neurons. 
This ensures alignment between inputs and outputs according to their intended 
patterns. Additionally, the rectified linear unit (ReLU) is employed, functioning as a 
tensor to process inputs and generate refined outputs [13].

Once the model is prepared, the dataset undergoes 100 epochs of model execution. 
However, at around 60 epochs, the prediction process halts as it has been executed 
sufficiently and its loss has reached a minimal level. This observation indicates the 
model’s commendable efficiency in its operations.

Implementing Keras’ ANN [13] in this algorithm yields a MAE [15] value of 4.5 
degrees, showcasing the accuracy of the predictions made by the model.

4	 PERFORMANCE	MEASUREMENT	OF	PREDICTIVE	ALGORITHMS

These initial findings serve as the basis for a comprehensive evaluation of 
the effectiveness of each algorithm, encompassing key metrics such as MAE [15], 
RMSE [22], and MSE [23] for forecasting both air temperature and air humidity.

Presented in the table below are the outcomes derived from utilizing four distinct 
algorithms for prediction:

Table 1. Comparison of predictive algorithms

NeuralProphet RFR SARIMA ANN by KERAS

Mean Squared Error (MSE) 24.0°C2 38.1°C2 4.4°C2 33.6°C2

Root Mean Squared Error (RMSE) 4.9°C 6.2°C 2.1°C 5.8°C

Mean Absolute Error (MAE) 4.1°C 5.8°C 2.0°C 5.5°C

From the result, we get we can conclude that SARIMA shows better results 
because of low MAE, RMSE, and MSE which means the result from the prediction is 
close to the real values.

5	 RESULT	AND	DISCUSSION

After conducting confident runs for each algorithm, the prediction outcomes 
exhibit a remarkable similarity. This similarity arises from the shared utilization 
of the daily assumption concept across all algorithms. Notably, Random Forest 
Regression [11], Seasonal ARIMA [10], and ANN by Keras [13] have produced 
highly similar results, emphasizing a step-by-step predictive approach. In con-
trast, NeuralProphet [12] has focused more on capturing the underlying data trend, 
resulting in smoother temperature transitions throughout the year.

Importantly, it should be noted that our dataset initially contained numerous 
erroneous values. These discrepancies were rectified by substituting specific values 
to ensure the dataset’s continuity, preventing any gaps that could impact the training 
and testing of our models. This adjustment had a notable influence on most models, 
as they occasionally converged toward the frequently occurring corrected value 
during their training phases. The missing values happened because the sensors 
didn’t work correctly.

https://online-journals.org/index.php/i-jim
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Fig. 5. Dataset visualization

5.1	 Sample	data	(Dataset)

Illustrated in Figure 5, our dataset spans five complete years, encompassing tem-
perature recordings from the commencement of 2017 to the conclusion of 2021. These 
temperature measurements were gathered through the utilization of IoT sensors. A 
distinct pattern within the dataset emerges, which is characterized by numerous 
instances of “peaks” or “flat lines” at the 30-degree mark. These instances correspond 
to artificially “corrected” values intended to rectify erroneous sensor readings.

Nevertheless, discernible patterns become evident upon visual examination. During 
the winter months, temperatures predominantly hover around 0 degrees or even dip 
into negative territory. Genuinely accurate temperature readings exhibit a high level of 
consistency and proximity. The transition to spring is marked by temperature fluctua-
tions, a phenomenon attributed to the inherent variability of this season, which encom-
passes a diverse range of weather conditions, including sunshine, rain, and cloudiness.

As summer arrives, temperatures once again exhibit a significant level of consis-
tency. Summers in Kosovo are characterized by their warmth and sunniness, punctu-
ated by infrequent temperature drops. Akin to the spring, the autumn season displays 
erratic temperature variations, alternating between warm days and chilly nights.

The identifiable patterns suggest the feasibility of employing seasonality-based 
algorithms for prediction, yielding substantial and realistic forecasts.
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5.2	 NeuralProphet

Implementing the NeuralProphet algorithm on our dataset yields a notably 
“smooth” outcome. This is predominantly attributed to NeuralProphet’s emphasis on 
capturing data trends as opposed to prioritizing step-by-step predictions. In Figure 6 
below, we present the result we get from the prediction for the 2022 temperature 
based on five years of previous data.

Fig. 6. NeuralProphet prediction result visualization

It continues to offer a comprehensible prediction, portraying chilly winters, variable 
temperatures in spring, scorching summers, and declining temperatures during autumn.

A noteworthy observation from NeuralProphet is its emphasis on capturing hourly 
temperature fluctuations, showcasing a substantial divergence of approximately 
10 degrees between daytime peak warmth and nighttime lowest temperatures.

5.3	 Random	Forest	Regression

In contrast to NeuralProphet’s trend-centric approach, Random Forest Regression 
places its emphasis on step-wise predictions, resulting in outcomes with more pro-
nounced fluctuations, akin to the patterns observed in our dataset visualizations. 
Figure 7 presents the result we get from the Random Forest Regression predictive 
algorithm for 2022 temperature based on five years of previous data.

Fig. 7. Random Forest Regression prediction result visualization

https://online-journals.org/index.php/i-jim
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A prominent observation is the presence of irregular 30-degree spikes and anom-
alies in the temperature measurements within the datasets. However, despite these 
irregularities, the generated forecast closely resembles typical annual temperature 
patterns. This suggests that step-wise predictions can provide valuable insights into 
future temperature trends.

5.4	 SARIMA

Similar to Random Forest Regression, SARIMA produces a forecast that closely 
aligns with the dataset. Unlike NeuralProphet, it doesn’t emphasize trends. 
Furthermore, in contrast to Random Forest Regression, SARIMA exhibits reduced 
volatility in response to anomalies. Figure 8 presents the result we get from the 
SARIMA predictive algorithm for the 2022 temperature based on five years of pre-
vious data.

Fig. 8. SARIMA prediction result visualization

The distinction between daytime and nighttime temperatures appears to be less 
pronounced compared to Random Forest Regression, rendering it a more realistic 
portrayal. Additionally, SARIMA demonstrates greater resilience towards anomalies, 
depicting temperatures in proximity to 30 degrees rather than precisely at 30 degrees 
during anomaly spikes.

5.5	 ANN	by	keras

The forecasts generated by the Keras ANN exhibit a smoother representation 
compared to other predictions, with fewer pronounced fluctuations. The Keras-
based ANN algorithm places greater emphasis on actual temperature patterns than 
anomalies. The visualization closely resembles our datasets, although the algorithm 
is influenced by anomalies, leading to slightly elevated temperatures in response. 
Figure 9 presents the result we get from the ANN predictive algorithm for 2022 
temperature based on five years of previous data.
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Fig. 9. ANN by Keras prediction result visualization

The disparity between nighttime and daytime temperatures is more pronounced 
in this algorithm compared to others. However, taking into account the seasonal 
patterns, this approach can yield predictions quite akin to actual measurements.

Displayed in Figure 10 is the outcome of predictions using all four algorithms, 
highlighting that NeuralProphet yields the least favorable results, while the 
remaining three algorithms exhibit notable success.

Fig. 10. The result from the prediction of our four predictive algorithms NeuralProphet, Random Forest Regression, SARIMA and ANN

6	 CONCLUSION	AND	FUTURE	WORKS

Temperature forecasting requires predictive algorithms that not only capture 
seasonal patterns but also incorporate step-wise predictions to track trend changes. 
Illustrated in Figure 10 are the prediction outcomes from all algorithms, showcasing 
the distinctions between the results.

https://online-journals.org/index.php/i-jim
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A reliable prediction shouldn’t portray a smooth temperature curve, as this doesn’t 
align with real-world conditions. A seamlessly smooth curve suggests a reliance on 
trends rather than accounting for daily fluctuations in data.

Predictive models such as Random Forest Regression, Seasonal ARIMA, and ANNs 
by Keras exhibit the highest levels of success in temperature forecasting, yielding 
errors within the 2 to 5-degree range. Considering the multitude of factors influenc-
ing temperature, this level of error is relatively low.

The presence of anomalies within the dataset significantly impacts predictions, 
resulting in sudden spikes in temperatures. Algorithms attempt to mitigate this effect 
by predicting temperatures close to the anomaly, but inaccuracies remain apparent, 
particularly during colder seasons.

The models demonstrate errors spanning between 2 and 5° Celsius, indicating a 
relatively modest margin of error given the complex interplay of variables affecting 
temperature. Nevertheless, it’s essential to acknowledge that anomalies present in 
the datasets have influenced the predictive outcomes, leading to occasional dispari-
ties across different seasons.

Temperature predictions in smart agriculture have numerous practical impli-
cations, ranging from resource optimization and crop management to climate 
change adaptation. These applications can lead to increased agricultural produc-
tivity, reduced environmental impact, and improved sustainability in farming 
practices.

Future endeavors will involve comparing predicted temperatures with actual 
measurements for the corresponding year. The impact of anomalies on predictions 
will also be a focus of forthcoming research. Additionally, efforts will be directed 
toward assessing the computational efficiency of these algorithms. The most import-
ant aspect of our research in the future is to propose a model that will show the 
best time to do grape harvesting and sterilization in the Kosovo region in order to 
increase grape quality and quantity.
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