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PAPER

Improved Detection and Tracking of Objects Based  
on a Modified Deep Learning Model (YOLOv5)

ABSTRACT
Recent years have seen advances in deep learning, including in the field of traffic manage-
ment. Detecting distant objects that occupy a small number of pixels in the input image is one 
of the major challenges in computer vision for several reasons, including limited resolution. 
The challenges of detecting the rotation of objects may be attributed to the deflection of the 
camera when taking photographs. We recommend enhancing the features of the YOLOv5 
network. The proposed method is to train a model on a traffic dataset, which achieves the 
best inference results through training, testing, and detection on a 1280 × 1280 image for 
300 epochs. Moreover, modifications were made to some structural elements of the YOLOv5. 
In addition to detecting round objects by increasing degrees from 0 to 270, it also increases 
the probability of flipping in all directions: up, down, left, and right. In addition, the degree 
of rotation of the image was increased to 90 degrees. The results showed optimized accuracy 
in detecting distant and small objects, as 73 objects were detected compared to the origi-
nal YOLOv5 23 objects. It achieved the best number of objects detected in the video (people, 
cars, and others), and detecting rotating objects increases the number of detected objects 
(32 objects). The inference time was (23 Ms.) this dataset can make excellent traffic monitoring 
applications. This model can be deployed on an Android mobile device to provide accurate 
data about current traffic at a specific location. This is because a mobile device can be used at 
any time and place. Therefore, in the future, we are working on designing models for object 
detection that can be operated on mobile devices.

KEYWORDS
computer vision, artificial intelligence, deep learning, CNN models (YOLOv5), object detection, 
real-time detection

1	 INTRODUCTION

Artificial intelligence and deep learning possess the capability to address chal-
lenges across diverse domains and have many applications, including object 
detection. Deep learning encompasses various architectural models, including the 
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convolutional neural network (Yolo model), which is capable of object detection and 
localization within an image. Object detection is one of the most significant chal-
lenges in computer vision [1]. This technology allows us to locate objects in images 
and videos [2]. Object detection has significantly contributed to various domains of 
human existence. The applications of object detection are wide-ranging and include 
monitoring, autonomous driving, and pedestrian detection, among others [3].  
Furthermore, the utilization of object detection models on mobile devices, similar 
to face detection models, serves the purpose of recognizing the device owner and 
facilitating phone unlocking. In the present study, we propose a modification to the 
neural network architecture of YOLOv5 in order to enhance its efficacy in detect-
ing objects with low resolution, such as in cars with few pixels in size, using Colab 
and YOLOv5, which offer pre-trained models for this purpose. YOLOs are utilized 
in various applications primarily due to their high-speed detection accuracy [4]. 
The resolution of the input image plays a crucial role in the network’s performance. 
Higher-resolution images contain more information, which facilitates the network’s 
ability to detect objects. In this study, the higher resolution of the input has been 
considered to improve performance. The optimized version of YOLOv5 is being com-
pared to the original version. Moreover, it is imperative to enhance the training 
model to detect objects in all orientations effectively. This study has demonstrated a 
high level of accuracy in predicting the orientation of rotated objects. In the present 
study, the conducted experiments demonstrate that the modification of YOLOv5 can 
enhance the detection rate, average accuracy, and recognition of small objects as 
well as rotated objects.

Researchers conducted a series of experiments aimed at optimizing the perfor-
mance of object detection through the utilization of deep learning models. Sharma 
et al. [5] conducted a notable study in this domain. The authors proposed the use of 
object occlusion as a method of data augmentation to enhance object detection. This 
technique involves randomly selecting a bounding box within the image and apply-
ing erasing and cutout features to simulate occlusion. Kasper et al. [6] employed 
YOLOv5 to detect heavy vehicles during the winter by implementing a heightened 
level of data augmentation. Zhao et al. [7] utilized the YOLOv5 framework to con-
struct a model for detecting wheat height. They further improved the network per-
formance by preprocessing the data.

Additionally, their proposed model successfully identified various sizes of 
wheat types, with a particular emphasis on smaller types. Lewandowski et al. [8] 
used mobile devices as a means to enhance object recognition applications due to 
their incorporation of various sensors, including geolocation and sound sensors. 
Therefore, further research is required to investigate object detection on mobile 
devices with the aim of minimizing communication efforts.

Zhou et al. [9] have demonstrated that the effectiveness of YOLOv5 has been 
evaluated through different benchmarks in both training and testing phases. They 
utilized pre-trained weights to develop a trainable helmet detector. Song et al. [10] 
conducted network pruning YOLOv5 model by reducing its depth and width. In 
addition, the enhanced network should be utilized to catch the robot. This study 
aimed to investigate the feasibility of detecting multiple objects in images. The objec-
tive of this study is to improve the performance of the YOLOv5 model by addressing 
various challenges related to object detection. Therefore, the main contributions of 
our search model are presented as follows:

Tiny objects may contain a few pixels inside the bounding box. Therefore, it 
is necessary to increase the input resolution in order to enhance the number 
of pixels and features within the bounding box. The high resolution includes a 
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set of algorithms and techniques used to improve the resolution and scaling of 
an image proportionally to improve network performance and the accuracy of 
model input.

The architecture of the YOLOv5 neural network has been modified. Modifying 
certain components of the model architecture, such as connections and other 
parameters, has a significant impact on the performance of the affected net-
work and addresses various challenges related to object detection. Additionally, 
the inclusion of output layers contributes to effective training and optimal object 
detection.

When conducting training for the proposed model, it is recommended to mod-
ify the specified parameters by adjusting the image degree parameter. This can 
be achieved by setting the parameter within the range of 0 to 270 using a ratio-
based approach. Furthermore, by augmenting the parameters for vertical and hor-
izontal image flipping, the issue of detecting rotated images at specific angles can 
be resolved.

This study is organized as follows: Section 1 introduces the proposed topic 
of study. In Section 2, there is a brief description and training of YOLOv5 object- 
detection models. Section 3 presents the related work that describes object detection 
and problems. Section 4 describes the research methodology, including the data set 
and the proposed approach. The experimental and evaluation results are discussed 
in Section 5. Finally, the conclusions are presented in Section 6 to summarize the 
results and provide insights into future directions.

2	 DESCRIPTION	OF	THE	YOLOv5	MODEL

You look only once (YOLO) is an object detection model in CNN networks [11]. 
This neural network focuses on extracting the most probable features from the input 
image. These features are then used to predict bounding boxes and class labels for 
each object.

The YOLOv5 network consists of a backbone, a cross-stage partial (CSPDarknet), 
a neck Path Aggregation Network (PANet), and a head layer (YOLO) [12]. The back-
bone serves as the foundation for feature extraction, while the neck is responsi-
ble for feature merging. The output is then used for prediction [13]. The backbone 
extracts information from the input image [14]. The neck connects the head and the 
backbone [15]. The head represents the Yolo layer and is responsible for outputting 
detection results, including the category and location of the object [16].

2.1	 Training	of	the	model	(YOLOv5)

The original YOLOv5 network is trained on a 640 × 640 image and consists of 
three output layers: P3, P4, and P5. The model used in Figure 1 [17] is the original 
YOLOv5. C3–C5 represent the features extracted by the backbone network, while 
P3–P5 represent the features integrated by the neck network. Working summary of 
this algorithm: The images are processed in the input layer and then sent to the back-
bone for feature extraction. Where the spine extracts features of various sizes, these 
features combine through the neck to create the P3, P4, and P5 features. The purpose 
of each layer is to detect objects based on their scale. Layer P3 detects small objects, 
P4 detects medium objects, and P5 detects large objects [18]. This proposal aims 
to enhance object detection in images or videos by modifying the YOLOv5 model. 
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We also modify parameters from the COCO dataset. The training was conducted 
for 300 epochs, which is the number of times the training would be repeated [19].  
Then, we calculate the mean absolute accuracy (map). This research focuses on a 
convolutional neural network (YOLOv5) model that can accurately detect objects in 
images and perform real-time detection.

Fig. 1. Original YOLOv5 network

3	 RELATED	WORKS

The rapid development of deep neural networks has enabled object detection to 
achieve excellent performance. This research aims to utilize the YOLOv5 model to 
address the challenges of detecting small, distant, and rotated objects, as well as train 
it on the original dataset of this model. Many studies have focused on improving 
the object detection dataset, but more is needed to enhance the quality of detec-
tion [20]. In the following studies, Cao et al. [21] demonstrated their experiment 
aimed at optimizing the detection of small objects with geometric deformation. They 
achieved this by incorporating deformable convolutional structures to control geo-
metric transformations and integrating multiscale features. Some studies suggested 
over-sampling images containing small objects during the training process. Despite 
these improvements, the performance of most current solutions in detecting these 
objects is low [22]. Therefore, it is necessary to understand the rules on which this 
algorithm is built in order to improve it and address these problems.

3.1	 Object	detection

Object detection locates and classifies objects in photos and videos [23]. Deep 
learning categorizes information through layers of neural networks that contain 
a set of inputs. Object detection is one of the most challenging problems in com-
puter vision. Therefore, we are working on solving object detection problems 
using the YOLOv5 model in this paper. Sometimes, the object is not detected, such 
as by changes in image scale, rotation, or flipping [24]. Through this research, the 
effect of changes on the detection of these objects in relation to specific tasks has 
been studied.
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3.2	 Problems

In recent years, there has been significant progress in object detection, including 
methods to detect small objects by increasing the amount of data used for training 
and detection [25]. Despite these improvements, there is still a significant lack of 
performance. Whereas it is still challenging to detect all objects in a photo or video, 
these objects may go undetected due to distortion or a lack of image resolution. In 
addition, objects may be far away, and small objects may interfere with other objects, 
and objects with few pixels in an image can be challenging to detect accurately. In 
addition, sometimes, the image to be detected may rotate 90 or 270 degrees, which 
can cause objects to be detected incorrectly.

4	 PROPOSED	APPROACH

This study aims to enhance the performance of the YOLOv5 object detector in 
object detection by modifying certain structural elements of the model and adjusting 
performance-related parameters.

4.1	 Proposed	model

In this paper, we study the modification of the architecture of the object detection 
neural network and propose several significant improvements to enhance the effi-
ciency of object detection using YOLOv5. The primary goal is to detect all objects in 
the images. Object detection models offer advantages by grouping pixels into convo-
lutional layers, which benefit from training with higher accuracy. Training, testing, 
and detection in the network with a resolution of 1280 × 1280 will result in a large 
model that takes longer to train on your computer.

Therefore, we have several online notebooks available to expedite the training 
process, such as Google Colab, Kaggle, and Jupyter Notebook. In this study, we sug-
gest using Google Colab because it has a simple user interface and high processing 
speed. Colab offers free GPUs in addition. The proposed model has been configured. 
Our proposal structure is outlined in the steps below:

Step 1: We created a data set of traffic images to conduct experiments and use 
them as inputs for the proposed model.

Step 2: We utilized pre-trained YOLOv5 models on the COCO dataset to detect 
objects by training them with traffic images.

Step 3: We also modified certain elements of the YOLOv5 network architecture.
Step 4: Change the resolution parameter of the input image size in the training 

command to 1280 × 1280.
Step 5: Changing the image rotation coefficients by an angle (90 degrees) and 

changing the probability of the image flipping up and down or flipping left 
and right by 50%.

Step 6: The objects in the input images (traffic images) are detected by training 
the modified YOLOv5 model with a resolution of 1280 × 1280.

We were able to achieve improved detection using the proposed YOLOv5 model. 
Figure 2 shows the proposed network diagram and its training.

https://online-journals.org/index.php/i-jim
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Fig. 2. Proposed algorithm steps

We conducted several experiments and implemented structural changes by 
introducing a P6 output layer to detect large objects and a P2 layer for very small 
outputs. Where the backbone extends to P6, the neck goes to P2, then back to P6, 
and does not stop at P3 and P5. We trained the model using high-resolution inputs 
(1280 × 1280) of traffic images, which are the inputs for the YOLOv5 network. The 
input image utilizes a backbone network to extract the feature maps (C2, C3, C4, C5, 
and C6). The network is sampling output features (C2, C3, C4, C5, and C6) from the 
neck to generate new feature maps (P2, P3, P4, P5, and P6) in order to identify the 
targets of various metrics. The head then utilizes the combined features to infer 
the bounding boxes and categories for the detected objects. Figure 3 indicates the 
stages of processing the network architecture.

Fig. 3. The architecture of the experimental YOLOv5 model

https://online-journals.org/index.php/i-jim
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Additional improvements include increasing the batch size and the number of 
training images processed in one forward and backward pass [26]. We divided the 
dataset into 64 batches to ensure faster training speed.

5	 DISCUSSIONS

5.1	 Dataset

The COCO dataset is a large dataset used to train the YOLOv5 model [27], which 
is trained on 1200 images. The MS COCO 2017 detection dataset contains 118,287 
images used for training, 5,000 images used for verification, and 40,670 images 
used for testing [28]. This data includes 80 categories [29]. In this study, we utilized 
the data from the original YOLOv5 model with trained weights. The system has 
been trained on 1200 images to detect various objects in high-resolution images. 
This paper proposes a method for detecting objects in images and videos, includ-
ing small, blurred, or rotated objects. We will train the object detection model 
using the GPU Free-Google Colab on the previously trained COCO dataset with high 
resolution.

5.2	 Experimental	results	and	evaluation	criteria

In this paper, the performance evaluation of the original and improved YOLOv5 
model was conducted using Colab with a free GPU to accelerate the training of 
the large dataset. Figure 4 shows the input image for the trained YOLOv5 net-
work model.

Fig. 4. Shows the original image (model inputs)

Figure 5 shows detection results using the YOLOv5 model pre-trained on COCO 
data. The input size of the original training model is 640 × 640. It is capable of detect-
ing cars that are large, close, and clear, as well as other large objects.

https://online-journals.org/index.php/i-jim
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Fig. 5. Detected objects by YOLOv5

In Table 1, the detected object’s dimensions, bounding box, and class labels are 
represented for each object bounding box.

Table 1. Evaluation of the accuracy of the YOLOv5 model

https://online-journals.org/index.php/i-jim
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The detection model relies on essential criteria, such as accuracy and detection 
rate. “Figure 6” shows the number of detected objects for each category using the 
original YOLOv5 model, which is 24 objects.

As for the proposed model, I modified the parameters (imgsz = 1280, batch_
size = 64, epochs = 100) to adjust the network structure of the model and trained 
it using these modified parameters. Figure 7 shows the successful training of the 
proposed YOLOv5 model.

Fig. 6. Objects detected in all classes using YOLOv5 model

Fig. 7. Training the proposed model

In addition to its high input resolutions, it can better identify cars and other 
objects due to its small size and long-range capabilities. Moreover, increasing the 
batch size resulted in an inference time of 24.1 ms and 2.1 ms NMS for each image 
in Figures 1 and 3. Figure 8 shows the detection results of the proposed model.

https://online-journals.org/index.php/i-jim
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Fig. 8. Detection results using the proposed model

The area within the bounding box is analyzed, the dimensions of the detected 
object are determined, and a new bounding box is defined with minimal area 
(see Table 2).

Table 2. Performance evaluation of the accuracy of the experiments proposed

Figure 9 shows the number of detected objects for each class using the proposed 
model (73) objects.

Fig. 9. Objects detected in the proposed model

https://online-journals.org/index.php/i-jim
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The original YOLOv5 result is compared with the improved YOLOv5. It can be 
seen from the presented results that the proposed model can extract image features 
to detect low-resolution objects. It can achieve shorter training times without ignor-
ing performance.

Figure 10 shows that as we increase the degree parameters from 0 to 270, the 
number of detected objects also increases.

Figure 10 (A) shows that when we rotate the image at a certain angle and use the 
original YOLOv5 model to detect objects, it results in a failure of detection (only one 
object detected), as shown in Figure 10 (B).

In Figure 10 (C), we used the proposed model to detect objects without altering 
their rotation or flipping. It successfully detected 15 objects.

Figure 10 (D) used the proposed model, adjusted the rotation degrees of the image 
parameters by 90°, and increased the probability of flipping the image by 50% (either 
right or left, up or down). As a result, they observed an increase in the number of 
detected objects, with a total of 32 objects being detected.

a) b)

c) d)

Fig. 10. The detections of an object rotated 90° (a) rotated input image (b) by the original model (c) by the 
proposed model without change image degree model (d) by the proposed model with change image degree

In addition, we also achieved favourable outcomes for high-resolution training of 
the proposed model using YOLOv5 to assess its real-time video processing capabili-
ties. The traffic monitoring video was tested and trained for 300 epochs (Figures 11 
and 12). We found that the new model detected more objects, such as traffic lights, 
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people, cars, and other objects. Additionally, it was able to detect objects that were 
far away. This model achieved better and higher performance compared to the orig-
inal model. This model can be used in a real-time traffic monitoring application.

Fig. 11 Results of object detection in the video using YOLOv5

Fig. 12. The results of detecting objects in the video using the proposed model

https://online-journals.org/index.php/i-jim
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To evaluate the performance of the YOLOv5 network. There are several crite-
ria for evaluating performance in object detection, including average precision and 
loss function:

Mean average precision (MAP) is used to evaluate objects and measure their 
accuracy. To find the MAP, we must understand that the input image contains objects 
that are distributed across different classes. We calculate the MAP by finding the AP 
for each class in the image. It then calculates the mean average precision for all cat-
egories. The larger the size of the object, the better the precision of its detection [30].

 AP �
TP

TP FP
�

�
 (1)

where: TP: the predictive value of the model is truly positive, FP: the predictive 
value of the model is a false positive.

 M p �
n

AP
n

a � �
1  (2)

n: number of classes.

 Recall �
TP

TP FN
�

�
 (3)

FN: the predictive value of the model is false Negative.
The loss function estimates the performance of the model. The value is small 

when the prediction of the detected object is close to reality [31].

 Loss�function
m

y a� � �
1

2( )  (4)

where: m: the number of training inputs in the network, a: the expected value, y: 
the actual value.

These parameters were calculated to detect the object in a 640 × 640 resolution 
(Figure 13). Illustrations show the model’s losses and precision after the training 
process of YOLOv5.

Fig. 13. Results of the map, loss, precision, and recall of the YOLOv5 model
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The evaluation criteria for the studied model were calculated with an accuracy of 
1280 × 1280, as shown in Figure 14.

Fig. 14. The map, loss, precision, and recall of the proposed model

After comparing the results, we found that in the proposed method, the training 
loss is 0.025, and the MAP is 0.90. While the original YOLOv5 model had a training 
loss of 0.035 and a MAP of 0.75, we have improved the performance criteria and 
achieved good results in detecting the largest number of objects.

6	 CONCLUSION

This paper presents a modified version of YOLOv5 that demonstrates great per-
formance in detecting distant, small, or rotated objects in photos and videos. The 
proposed model outperformed the original model in object detection. I made mod-
ifications to certain structural elements of YOLOv5, which resulted in changes to 
some important parameters. Specifically, I adjusted the high-resolution parameters 
of the model inputs to be 1280 × 1280. It also detects objects in multiple directions 
when the image is rotated from 0 to 270 degrees or when it is flipped. This model 
has been trained using the Google Colab interface because it offers a free GPU, which 
results in faster processing of large data. The model proposed in this paper has a 
training loss of 0.07 and an inference speed of 1.3 ms per image. We also achieved 
good results with high-resolution training; the number of detected objects increased 
from 23 in the original model to 73. When the image parameters are rotated by 90°, 
and there is a 50% probability of the image flipping, the number of detected objects 
increases to 32. Through the conducted experiments, we have verified that YOLOv5 
possesses numerous features, and we have utilized several of them to enhance the 
accuracy of the detection model. It can utilize additional features for future studies 
and advancements, such as addressing various image lighting issues, such as bright-
ness and enhancing the neural network’s capability in object detection. As well as 
future work and development of models specifically designed for mobile devices. In 
future work, we aim to optimize the structure of the detection network to improve 
its performance.
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