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Abstract—Leukemia is one of the deadliest diseases in human life, it is a type 
of cancer that hits blood cells. The task of diagnosing Leukemia is time consum-
ing and tedious for doctors; it is also challenging to determine the level and type 
of Leukemia. The diagnoses of Leukemia are achieved through identifying the 
changes on the White blood Cells (WBC). WBCs are divided into five types: 
Neutrophils, Eosinophils, Basophils, Monocytes, and Lymphocytes. In this pa-
per, the authors propose a Convolutional Neural Network to detect and classify 
normal white blood cells. The program will learn about the shape and type of 
normal WBC by performing the following two tasks. The first task is identifying 
high level features of a normal white blood cell. The second task is classifying 
the normal white blood cell according to its type. Using a Convolutional Neural 
Network CNN, the system will be able to detect normal WBCs by comparing 
them with the high-level features of normal WBC. This process of identifying 
and classifying WBC can be vital for doctors and medical staff to make a deci-
sion. The proposed network achieves an accuracy up to 96.78% with a dataset 
including 10,000 blood cell images. 

Keywords—Image Processing, Convolutional Neural Network, Deep learning, 
Histology 

1 Introduction 

Leukemia is one of the deadliest diseases threatening humanity [1]. It is a form of 
cancer that hits blood and bone marrow. It starts in the bone marrow then expands to 
white blood cells and some of the leukemia's start in other types of blood cells [2]. The 
blood cells are the main source for detecting leukemia. As is known, the human blood 
is divided into three main parts which are red cells, white cells, platelets [3]. The ab-
normal changes of number, shape, texture of the white blood cells is considered as a 
major symptom of having leukemia in the blood [4],[5]. Figure 1 shows the difference 
between healthy blood and blood Infected with leukemia. 
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Fig. 1. The difference between healthy blood and leukemia [6]. 

The main focus of this study is on the classification of normal white blood cells, 
which is the common problem that faces most researcher in biomedical engineering. 
The white blood cells are divided into five types, which are Neutrophils, Eosinophils, 
Basophils, Monocytes, and Lymphocytes [4]. 

The diagnosis of Leukemia nowadays is done by taking one of the three main clinical 
tests. Physical test, Complete Blood Count test, Bone Marrow test. This paper focuses 
on the first stage of the Complete Blood Count (CBC) test. The first stage is the ability 
to determine the difference between normal WBC types. Doctors will look at the blood 
smear and focus on the normal and abnormal changes in white blood cells. 

Machine learning has significantly contributed to the society’s healthcare in a posi-
tive way. In the context of this paper there are two main computer technologies/tools 
that can help in the process of diagnosing Leukemia. The first is big data - where huge 
amounts of medical data are available to researchers, scientists and engineers to con-
struct effective technologies to diagnose and treat different diseases. Secondly, there is 
the environments and frameworks available for researchers, scientists and engineers to 
manipulate the data to obtain the required results. In order to diagnose Leukemia white 
blood cells, need to be examined. The examiner will need to look for abnormal 
changes/shapes in white blood cells. By using image processing a white blood samples 
can be classified according to its type, later it will be checked if it contains any abnor-
mality. The microscope image of a white blood cells sample is shown in blue in Figure 
2 [9]. 
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Fig. 2. Blood cells sample - Neutrophils cell appears in blue [9]. 

In previous research, the most common algorithms used to detect and classify mi-
croscopic images are the following methods: pre-processing; clustering; morphological 
filtering; segmentation; feature extraction, classification, and evaluation [7]. These 
common methods have many disadvantages including long development time, the se-
lection of the features in order to obtain best accuracy; also, it is difficult sometimes to 
make an accurate decision on whether the cell is abnormal or not. On the contrary, deep 
learning, such as offered by Convolutional Neural Network (CNN) reduces the pro-
cessing time by eliminating some steps of the process. It discovers high-level features 
and it attempts to classify images at the same time. It means the convolutional neural 
network (CNN) could be considered a powerful technology to build a robust image 
classifier [8]. This paper uses a dataset that containing 10.000 microscope images 
(JPEG) [9]. The blood dataset is divided into four main types of white blood cells, 
namely Monocytes, Lymphocytes, Neutrophils, and Eosinophils. The Basophils cell 
images are not included in this dataset. There are approximately 2500 images for each 
type [9]. This blood dataset is appropriate to construct an image classifier using several 
techniques and methods to classify blood images into relevant classes. In addition, the 
convolutional neural network has the advantage of extracting high-level features from 
microscope images then to classify them with less time and less code implementation. 
However, the main challenge of building and designing a convolutional neural network 
is the high complexity, in terms of number of layers required to extract useful high-
level features in the microscope images and how to classify these features. Therefore, 
the development of the network is challenging [8]. This paper will propose an applica-
tion using a convolutional neural network, that detects white blood cells from micro-
scope images and then classifies these blood cells into one of the four classes: Class A: 
Monocytes, Class B: Lymphocytes, Class C: Neutrophils, Class D: Eosinophils. l 

2 Related Work  

A Classification Using Convolutional Neural Network in Clinical Decision Support 
System"[17]. This study proposed a novel approach to classify normal and abnormal 
cells of blood based on convolutional neural network (CNN). The architecture of their 
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convolutional neural network is shown in figure 3. Convolutional Neural Network 
study was conducted in 2017 by Tran Thi Phuong Thanh, Jin-Hyeok Park, Suk-Hwan 
Lee, Kwang-Seok Moon, and Ki-Ryong Kwon named "Acute Leukaemia  

 
Fig. 3. The architecture of convolutional neural network study in 2017 [17]. 

The proposed CNN structure contains 5 layers. The first 3 layers are for features 
extraction, and the other 2 layers are for classifying the features.  

The image used as an input was [50x50x3], while the size of the receptive field (also 
called filter) is 5x5. The stride is 1 and the filter is moved one pixel in each iteration. 
To control the spatial size of the output image zero-padding equal 2 is used. The filter 
of the pooling layer is 2x2 with 2 strides in each iteration.  

The last 2 layers are: a fully connected layer with 2 neurons and a soft-max layer 
used for the classification [17]. The dataset used in this study was 108 cell images di-
vided into 49 abnormal cells and 59 normal cells. Table 1 below shows the numbers for 
the training set and the testing set. 

Table 1.  The number of training set and testing set [13]. 

 Training set Testing set 
Normal Blood cell 40 19 
Abnormal Blood cell 40 9 
Total 80 28 
 

According to the experiment conducted on Matlab in [17], The proposed model re-
sulted in accuracy rate up to 96.7%.  

3 Proposed Solution  

The proposed solution section describes the algorithms and methods that are used to 
build the proposed convolutional neural network model. The first stage is Image Pre-
processing which contains five methods: Images Read, Convert RGB images to 
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Grayscale, Image Resize, Image Labeling, Image Pickling. The second stage is a Con-
volutional Neural Network Model. Figure 4 shows diagram of study stages. 

 
Fig. 4. Proposed solution stages. 

3.1 Data pre-processing: 

a) Images Read 

In the Images Read step the images are read using the code shown in Figure 5, which 
is self-explanatory. 

 
Fig. 5. Reading images from folder and categorized [10][11]. 

b) Convert RGB images to Grayscale 

Gray-scaling is simply reducing the complexity of the image dimensions from 3D 
pixel values (Red, Green, Blue) to 2D pixel values (Black, White). Thus, by applying 
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grayscale conversion on the image it will narrow pixel intensity, which will provide an 
easier way to deal with the image in the form of 1 for white color and 0 for black color 
[12]. The grayscale conversion is applied on image as shown in the Figure 6.  

 

Fig. 6. Blood image sample after been converted to grayscale. 

c) Image Resize 

In this step we decreased the dimension of the image from [340x240x3] to 
[50x50x1]. Image resizing is important when we need to decrease the total number of 
pixels in image. 

d) Image labeling 

In this step the images are labelled and appended in X(feature) and Y(label) arrays, 
shown in Figure 7.  

 
Fig. 7. Labeling the training set using the append function. 

e) Image Pickling 

After image labeled and appending, the data is pickled and saved to an external file 
(using the Pickle Library). The main reason of pickling data is to convert a python ob-
ject into byte stream to be stored in external file or external database. Furthermore, 
pickling images is helpful for transporting data over the network, since we use a Ten-
sorFlow as backend engine. Figure 8 shows the pickling of the training dataset [13]. 
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Fig. 8. The pickling of the training dataset [13]. 

3.2 Convolutional neural network architecture 

After preprocessing has been applied on input images. The images would be entering 
in a convolutional neural network. The network contains five layers. Four layers for 
extracting features from an input image. Last layer (Output Layer) to classify the fea-
tures gained from the previous four layers. The dimensions of the input image are 
[50x50x1]. The dimensions of the convolutional filter are 3x3. The Max-Pooling filter 
is 3x3. The stride is 1. Then moving filter one pixel at a time with zero paddings [8]. 
The processes of this network are divided into two parts: The first part is the layers for 
extracting features of the input image resulted from applying three operations on each 
layer (1-Convolutional Operation, 2- Activation, 3- Max-Pooling). The second part is 
the output layer contains (Flatten / Dense / softmax ) for image classification as shown 
in Figure 9. 

 
Fig. 9. The architecture of convolutional neural network model. 

100 http://www.i-joe.org



Paper—Detection and Classification of White Blood Cells Through Deep Learning Techniques 
 

Table 2.  The analysis of each layer in convolutional neural network 

Part  Operations in the Layers  Network Layers  
Part 1: Features Extraction  Convolutional Operation / ReLu Layer 1 
Part 1: Features Extraction Convolutional Operation / ReLu/ Max Pooling  Layer 2 

Part 1: Features Extraction  Convolutional Operation / ReLu / Max Pooling / 
Dropout  Layer 3 

Part 1: Features Extraction   Convolutional operation / ReLu Layer 4 
Part 2: Classification  Flatten/ Dense/ Softmax  Layer 5 

 
Part 1 of the network: which are the features learning through 4 convolutional lay-

ers. The convolutional layer contains Convolutional Operation, Activation and Max 
Pooling respectively. 

Convolutional operation is a dot operation on the receptive fields of the image 
which is a multiplication of the 3x3 kernel (filter) on the image and slide it across the 
image iteratively (Eq3.2) [14][15]. 

 

The figures below are an explanation of the convolutional operation with kernel 3x3, 
subsequently multiply 3x3 this kernel by the 5x5 green matrix in figures 10, 11 and 12.  
In this example there are nine iteration to reach the final result (3x3 matrix) of the con-
volutional operation with stride = 1, moving up and down. The result of each iteration 
is a summation of the multiplication of the respective field (yellow matrix). In the fig-
ures below: 

1. Figure 10 shows the receptive field movements in the first iteration.  
2. Figure 11 shows the receptive field movements in second iteration.  
3. Figure 12 shows the receptive field movements in the ninth iteration. 

 
Fig. 10. Convolutional multiplication in iteration =1 [15]. 
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Fig. 11. Convolutional multiplication in iteration =2 [15]. 

 
Fig. 12. Convolutional multiplication in iteration =9 [15]. 

Activation or normalization (ReLu): ReLu is a specific kind of activation function. 
The convolutional operation may result some negative value in the matrix image. The 
activation function (ReLu) will turn all negative value of the image to zero. The purpose 
of this kind of normalization is to make our model as a nonlinear model and able to 
learn [15]. 

Max pooling: The max pooling function is used for reducing the dimension of the 
image by taking the maximum value of the receptive fields of image which is 2x2.Fig-
ure 13 shows that in the first iteration of pooling it takes a 35 as maximum value from 
the set of (35,19,13,22). And the second iteration It takes a 25 from the set of 
(19,25,22,16), and so on till reach the end of the input file [15]. 

 
Fig. 13. Taking max value of the 2x2 respective fields [15]. 
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After the three operations has been applied in the first three layers, the output of layer 
3 will be the input in the layer 4 which is Probability Conversion layer.  

Part 2 of the network: The second part of the convolutional neural network which 
is a classification image into their related class (Neutrophils, Eosinophils, Monocytes, 
Lymphocytes). In this paper, we used the flatten function followed by Dense (fully 
connected layer) and end up with SoftMax function respectively. The main purpose of 
using these three functions in the convolutional neural network is classifying the ex-
tracted features from fourth layer. Specifically, the flatten function is used to get a copy 
of a given array collapsed into one-dimension array. Dense layer is the regular deeply 
connected neural network layer. Softmax function is used just to map the non-normal-
ized output of a network to a probability over predicted output classes [16].  

4 Results 

The dataset used in this paper is provided by Paul Mooney, Developer Advocate at 
Kaggle [9]. During the experiments, the hyperparameter of the convolutional neural 
network was in continual change between each experiment. Hyperparameters such as 
training set quantity, testing set quantity, input size, data label, kernel size in each 
layer, pooling size in each layer, epoch, activation type and its order in the net-
work, number of layers. Therefore, the dataset quality, labels, quantity, and size are 
considered as the main factors that have an impact on the accuracy of white blood cells 
classification. The dataset is divided into four classes which are the four types of white 
blood cells (Neutrophils, Eosinophils, Monocytes, and Lymphocytes) [9]. The quantity 
and dimension of the training set and testing set is in Table 3.  

Table 3.  The dataset quantity and dimension [9] 

Image dimension Testing set Training set Image Class 
320 x 240 48 2,499 Neutrophils 
320 x 240 38 2,497 Eosinophils 
320 x 240 33 2,478 Monocytes 
320 x 240 6 2,483 Lymphocytes 

 
The experiments were conducted on Google Colaboratory as notebook, Anaconda 

as python distributor, Keras library, and TensorFlow as backend engine. After dozens 
of experiments, the accuracy rate of the recognition of types of white blood cells by our 
proposed Convolutional Neural Network model achieved 96.78%. 

5 Conclusion 

Due to its efficiency in diagnosing Leukemia at early stages, the convolutional neural 
network would be of a great value to the medical diagnostic system used to detect Leu-
kemia in the blood cells. The availability of medical data is the main factor used to 
improve the complete diagnostic system. The Convolutional Neural Network is an 
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efficient method of image classification because it eliminates most of the steps used in 
the traditional image classification techniques. The detection and classification of white 
blood cells is dependent on two factors. The first factor is the provided dataset by the 
medical unit, the second is the development of the convolutional neural network to 
handle and classify the dataset. The accuracy of proposed program is 96.78% which is 
highly reliable in white blood cells classification. In the future work, abnormal white 
blood cells will be used to train and optimize the proposed CNN model.  

6 Future Work  

The network could be optimized to accept better data sets (also with more/accurate 
blood cells). In future work, we would like to use new dataset include abnormal white 
blood cells to complete the diagnostic system.  
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