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Abstract—The striving to obtain more detailed information about the 
environment and control various processes leads to an increase in the number of 
connected sensor devices in various industrial areas. The collected large amount 
of data can be analysed in real-time. The sensors that build up the WSN have 
limited hardware resources and cannot process large amounts of data. The inte-
gration between WSN and cloud structures is an excellent method for storing, 
processing, accessing data via the Internet and solves the issue of the limited 
capacity of WSN. The big challenge to designing the WSN—cloud systems is 
establishing a communication channel (through different protocols) between 
devices in the network and cloud platforms. This project executes/perform a 
real experiment on the XBee sensor network and the ThingSpeak cloud, and the 
data transmission between them is forwarded using different protocols (HTTP, 
HTTPS, MQTT and MQTT-SN). The influence of the parameters of the transmit-
ted packet on the delay, the CPU, RAM load has been studied. The results give 
some advantages of MQTT over other protocols in terms of data rate, CPU and 
RAM load when working with XBee sensor modules and integration between 
WSN and cloud structures.

Keywords—sensor networks, HTTP, HTTPS, MQTT and MQTT-SN, clouds, 
integrations

1	 Introduction

WSNs are the technological “backbone” for implementing the IoT paradigm in 
many areas of our modern life. The scope of their applications includes environmental 
monitoring, intelligent networks, industrial automation, etc. [1], [2], [3]. They increase 
the ability to share and analyse large amounts of sensor data in real-time. At the same 
time, sensor nodes are miniature stand-alone devices with limited resources, capable of 
collecting and processing data from the surrounding area and transmitting this data via 
wireless radio transmitters over short distances.

Scalable, high-performance computing infrastructure is needed to effectively use the 
amount of sensor data networks for real-time data processing/storage. The variety of 
cloud platforms represents such infrastructures. The cloud is a suitable method for stor-
ing, processing, accessing data over the Internet. Usually, WSNs connect to the Internet 
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through a gateway, interact with cloud structures, providing a range of services and 
information, allowing remote access to devices via secure communication channels in 
real-time. This large amount of data is a prerequisite for many companies to use cloud 
databases for storage/processing sensor data [4], [5], [6], [7].

Modern requirements for real-time access and analysis of sensory data make their 
integration into the clouds increasingly necessary [8], [9], [10]. According to the 
Eclipse Foundation, concerns about the complexity of integration are also grow-
ing from 22% in 2020 to 27%. As the number of deployments increases, the need 
for additional integrations with complementary technologies and systems becomes 
apparent [11].

The biggest challenge in designing IoT systems is establishing a communication 
channel between local devices, gateways and cloud platforms. Data can be exchanged 
under various protocols [12], [13]. The complete communication stack containing the 
protocols is shown in Table 1.

Table 1. IoT communication protocol stack

Layers Protocols

Application layer HTTPS, HTTP, REST, RESTful, MQTT, CoAP, LWM2M (Lightweight M2M)

Transport layer TCP, UDP

Internet layer Two versions of IP are used: version 4 (IPv4) and version 6 (IPv6).

Link-layer IEEE 802.15.4, Z wave, 802.11 WiFi, Bluetooth Low Energy (LE), Zigbee, NFC, 
GPRS/2G/3G/4G/5G, Ethernet, FID, Sigfox

The choice of the appropriate protocol depends on the conditions (applications) in 
which it is used (type of hardware/network, the format of the transmitted data, etc.). 
There are comparisons between protocols in the literature, but comparisons have been 
made from a technical point of view [14]. So, further analysis of each protocol is 
needed on how each protocol would fit into the integrated sensor networks, gateways 
and clouds [15], [16], [17].

The communication between the WSNs and the cloud computing system can be 
realised in different scenarios depending on data transmission through a gateway or 
coordinator or directly between the sensor network and the cloud [18]. An example of 
such an architecture is the one proposed in [19] of the WSN—cloud system. The data 
was collected through the Raspberry Pi gateway from sensors measuring the patient’s 
physical parameters during surgery. An interesting proposal is the possibility to send 
a voice signal to the surgeon in case of need for help from other surgeons monitoring 
the online operation. It is possible through Raspberry pi cameras through the server. 
Competent specialists can give instructions and communicate with the operator in the 
operating room through headphones and a microphone.

Research related to the integration of WSNs into cloud structures is an attractive and 
topical issue that attracts the attention of both the scientific community and the indus-
try. The relevance of the work is determined by the fact that the integration of a cloud 
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network provides opportunities to develop innovative and new interesting approaches 
for data collection, processing, remote monitoring and management in many areas of 
idols and critical infrastructure. The ability to research and analyse the operation of 
networks before their physical construction gives a definite competitive advantage for 
their application in various industrial areas.

Another important problem that arises due to the integration between WSN and the 
cloud is the security of the data transmitted over the communication channel. A shared 
responsibility model allows cloud providers to ensure that the hardware and software 
services they provide are secure while cloud users remain responsible for the security 
of their data assets. Cloud providers often offer better security than many companies 
can achieve independently. In work [20], the security of WSN was studied by introduc-
ing a trust model based on cloud theory. The results show that the trust model has good 
resilience by accurately identifying malicious nodes and preventing network destruc-
tion. The authors conclude that the idea of cloud theory can effectively improve net-
work security.

The problem with the security of the transmitted data focuses on researchers and 
industry. Various measures are being taken, including designing specialised controllers, 
developing specialised hardware protection, and implementing appropriate protocols to 
integrate the two parts of the system.

The present work aims to study the influence of the transmitted data parameters of 
popular integration protocols HTTP, HTTPS, MQTT, MQTT_SN between sensor or 
IoT network to cloud on the transmission packet delay CPU/RAM load. The results of 
the experimental study give some advantages of the MQTT [22] over other protocols in 
terms of data rate and CPU/RAM load when working with XBee sensor devices.

2	 Material and methods

2.1	 Description of the experimental study

By estimating the connection from sensor data networks to the clouds, real-time 
data can be analysed, allowing the management of certain conditions. Different cri-
teria can do the integration assessment, for example, support applications that work 
with varying communication models and provide different data speed integration. 
The general requirement is the reliable transmission of sensor data to the cloud’s 
database. In the study, as a target function, determining the quality of integration, 
we take the delay of data transmissions (speed) and CPU/RAM load, showing the 
energy consumption.

The research is carried out with a real-built XBee sensor network, which reads real-
time data such as temperature/light—the XBee modules are used with gateways to 
establish Xbee end-to-end wireless network connection, Figure 1.
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Fig. 1. Sensor data integration into ThingSpeak

The data generated from sensors is transmitted to a gateway by connecting the XBee 
modules and integrated into a cloud (broker/server); via several different protocols: 
HTTP, HTTPS, MQTT and MQTT-SN. For this purpose, a Python program has been 
developed that sends predefined messages organised in cycles. The program defines 
several parameters, such as the number of transmitted data packets, the number of top-
ics per packet and the byte value per topic. The main experiments measure data delay 
and CPU/RAM load while the protocols send data to the cloud. The collected sensor 
data are processed, stored and analysed in the ThingSpeak.

2.2	 Architecture of the experimental network

The collected XBee sensor data is forwarded to RPI4, which loads the pre-developed 
Python code for the experiment (Figure 2). RPI4 forward sensor data to the ThingSpeak 
Cloud [19] via MQTT, HTTP, HTTPS and MQTT-SN. ThingSpeak is code-free and 
supports various integration protocols. ThingSpeak is not designed to access MQTT-SN 
data. It requires using MQTT-SN Gateway, which converts MQTT-SN messages into 
MQTT (UDP) messages. The Eclipse Paho MQTT-SN client library is used to perform 
this task, which is realised through a process of serialisation and deserialisation [21].
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Fig. 2. The architecture of the experimental network

2.3	 Variable parameters

The variable parameters for the conducted experiment for each protocol are the num-
ber of transmitted packets, number of topics per packet and byte value per topic. The 
objective is to test how data transmission through the protocols will affect the transmis-
sion data delay, forwarding to the cloud. The parameters values are measurable and are 
determined when setting up experiments.

2.4	 Algorithm for conducting the experiment

First step: Setting the sensor nodes in “broadcast” mode for data transmission in the 
mesh network topology to RPI4.

Second step: Development of a code for testing the operability of the protocols.
Third step: Setting up the parameters for conducting the study in different scenarios: 

number of transmitted packets, number of topics per packet and byte value per topic.
Fourth step: Connect to the cloud, generate and process data, and access the storage 

database.

2.5	 Experiment settings

1) Settings of the Xbee modules
We set the Xbee Coordinator to remotely receive sensor data from other Xbee Rout-

ers by configuring them to work in “broadcast” mode for data transmission in the mesh 
network topology to RPI4 (Figure 3).
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Fig. 3. Xbee mesh topology

2) Registration and settings in ThingSpeak
To run the experiment, we need registration in ThingSpeak (Figure 4), which works 

with HTTP and MQTT. Creating a virtual channel (with fields and access point API 
key) will direct the messages from sensory data to the field [23].

Fig. 4. ThingSpeak integrated data

3) Configuration of protocols for integration and implementation of HTTP and 
MQTT clients

The properties of MQTT and HTTP affect how the tests are performed. MQTT 
supports the publishing/subscribing model, in which clients connect to a broker, and 
remote devices publish messages in a shared queue. HTTP supports the request/ 
response model. The generated code is an HTTP client that sends data packets to the 
cloud, while for MQTT (TCP) settings, we use an additional Eclipse Paho MQTT client 
packet. The Eclipse Paho MQTT-SN Gateway is also used for MQTT-SN, which con-
verts MQTT-SN (UDP) to MQTT (UDP).
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3	 Results and discussion

a.	 Investigation/survey of the byte value influence of the transmitted data packets on 
the delay.

The experiment is performed with 200 packets and 200 data points per packet.
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Fig. 5. Influence of byte value on the delay at 200 packets, 200 data points in packets, ns

The most significant delay is with HTTPS due to the provision of TLC protection, 
and the smallest is in MQTT due to the smaller topic size (Figure 5).

b.	 Investigation of the byte value influence of the transmitted packets on CPU load.
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Fig. 6. The influence of the byte value of the packets at 200 packets, 200 data points  
on the average CPU load
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The increased byte value of the topics affects CPU load most in MQTT-2 (more data 
transfer attempts are required) than in MQTT-0 and -1, Figure 6. The second place is 
CPU load level on MQTT-SN due to additional data transformations. The CPU load on 
HTTP is the lowest in this particular sample.

c.	 Investigation of byte value influence of topics per package on RAM load.
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Fig. 7. The influence of the byte value of the packets at 200 packets, 200 data points  
on the RAM load

Due to the described features, the RAM load is highest at MQTT-SN and lowest  
at MQTT-0 (Figure 7).

d.	 Investigation of the topic’s number influence the delay in transmitted data packets.
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Fig. 8. The change in delay in 200 packets, 100 bytes value in a data point, depending  
on the data point in a packet, ns

Increasing the number of topics per packet makes the delay most significant  
in HTTPS. And the number of topics in the MQTT- 0,1,2 has a negligible effect on  
the delay.
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e.	 Investigation of the topics number influence in the packages on RAM load.
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Fig. 9. Influence of the change in the number of data points in packets on RAM at 200 data 
packets, 100 bytes value in a data point MB

The results show in Figure 8 that RAM load is higher for the MQTT-SN, HTTPS 
and MQTT-2 (due to the described features) and the lowest for MQTT-0. The increased 
number of topics in one package increases the number of required operations and time 
processing, which leads to a higher RAM load (Figure 9).

f.	 Investigating the topics number influence in the packages on CPU load.
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Fig. 10. The influence of the number of the topics in the packages on the CPU load
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CPU load is most significant with MQTT-SN (Figure 10), as MQTT-SN uses more 
complex data conversion. It is also interesting that HTTPS also has a higher load due to 
the additional use of TLC. Practically the smallest CPU load is at MQTT-0.

4	 Conclusion

The integration between sensor networks and cloud structures allows solving the 
problems related to the hardware limitations of the sensor networks for storage and 
processing of the collected data without unnecessarily increasing the cost of the sensor 
networks. One of the biggest challenges in designing integrated cloud-sensor network 
systems is establishing a communication channel (via different protocols) between 
devices, gateways, and cloud platforms. The paper presents the results of a study in 
which we choose the best integration protocol exclusively for sensor data. The param-
eters of the transmitted data packets such as delay, CPU and RAM load were studied. 
The results give MQTT advantages over other protocols regarding data speed, CPU and 
RAM load when working with XBee sensor devices. These results confirm the findings 
of the Eclipse Foundation study [11], according to which MQTT is preferred mainly by 
the industry for the integration of sensor data with cloud structures. The advantage of 
our research is that we confirm this conclusion by building a real sensor network with 
specific quantitative results for the delay of data transmission and CPU and RAM load.
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