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Abstract—Cutaneous disorders are one of the most common burdens world-
wide, that affects 30% to 70% of individuals. Despite its prevalence, skin dis-
ease diagnosis is highly difficult due to several influencing visual clues, such as 
the complexities of skin texture, the location of the lesion, and presence of hair. 
Over 1500 identified skin disorders, ranging from infectious disorders and be-
nign tumors to severe inflammatory diseases and malignant tumors, that often 
have a major effect on the quality of life. In this paper, several deep CNN archi-
tectures are proposed, exploring the potential of Deep Learning trained on 
“DermNet” dataset for the diagnosis of 23 type of skin diseases. These architec-
tures are compared in order to choose the most performed one. Our approach 
shows that DenseNet was the most performed one for the skin disease classifi-
cation using DermNet Dataset with a Top-1 accuracy of 68.97% and Top-5 ac-
curacy of 89.05%. 

Keywords—skin lesion, classification, DermNet, deep learning, convolutional 
neural networks 

1 Introduction 

Deep learning has quickly become one of the most important machine learning and 
artificial intelligence technologies. The notion of machine learning extends back to 
the mid-twentieth century. Alan Turing, a British mathematician, envisaged a com-
puter capable of learning, a "learning machine” in the 1950s [1]. Over the following 
decades, various machine learning techniques were developed to create algorithms 
that could learn and improve independently. Among these techniques, there are artifi-
cial neural networks (ANN). Their concept is inspired by the functioning of biological 
neurons in the human brain [2]. They consist of an interconnection of several artificial 
neurons connected to each other. The more neurons we have, the "deeper" the net-
work. Deep learning's applicability for diseases or cancers classification is a challenge, 
and a better choice for good results, that many researchers are now using. For exam-
ple, in [3] researchers created a multi-level system based on an artificial neural net-
work for detecting eczema skin lesions. Skin diseases are one of the most seen infec-
tions among people, there are characterized as changes or disorders of the skin that 
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testify to a problem related to the skin, which can manifest itself in different forms 
(pimples, skin spots, redness, excessive sweating, growths, fungi, infections. of the 
skin, discoloration of the skin) [4].To diagnose a skin disease, a series of pathological 
laboratory tests are performed to be able to identify the correct disease. For example, 
it exists four major clinical diagnosis methods to study skin cancer, melanoma: 
ABCD rules [5], 7-point checklist [6], Menzies method[7] and the C.A.S.H algorithm 
[8]. To have an accurate diagnosis with these methods, a degree of expertise from the 
dermatologist is necessary, especially for certain diseases that can often be poorly 
diagnosed [9]. Contrary to a diagnosis made by human experts, which depends a lot 
on subjective judgement and difficulty to reproduce, a computer-assisted diagnosis 
system is more objective and reliable, using one of the classification algorithms to 
extract the important features and get successful results. 

In recent years, Deep Convolutional Neural Networks (CNN) has become very 
popular for feature learning and object classification [10]. The use of high-
performance GPUs allows networking of a large-scale dataset for better performance. 
With CNN, many researchers around the world are taking up the challenge of devel-
oping different CNN architecture to improve CNN performance [11]. These networks 
have become so deep that the whole model become so extremely difficult to visualize. 
Most of these models have won competitions like the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC). In this work, a skin lesion classification method 
based on convolutional neural networks (CNNs) is developed with different CNN 
architectures (GoogleNe t[12], InceptionV4 [13], InceptionV3[14], NASNet-Large 
[15], MobileNetV3 [16], InceptionResNetV2 [13], VGG19 [17], RestNet50[18], 
ResNext50 [19], DenseNet201[20]). The models are compared and the best of them is 
choose, to generate a model of prediction for skin disease data. For the dataset, skin 
disease images are obtained from DermNet [21], a publicly available dataset of re-
source containing over 23000 skin disease images, with 23 different types of skin 
diseases Each top-level skin disease class comprises a subset of the bottom-level skin 
diseases. In general, this study will design a classification model for skin diseases 
based on a comparison of different CNN pretrained models in aims to choose the 
CNN model that fits best with DermNet dataset. 

The main contribution of this work is that we performed a comparative study of the 
CNN models for the classification of skin diseases including all the classes in the top-
level taxonomy of the DermNet dataset, which encompasses a large part of the dis-
eases skin. This comparison aims to help other researchers to choose the efficient 
CNN model for building a practical computer aided system for skin disease classifica-
tion.  

The remainder of the article is organized as follows: Section 2 summarizes some of 
the relevant work based on computer-aided systems for the diagnosis of skin lesions. 
Section 3 exposes the methodology followed to achieve the purpose of classification 
skin lesion with CNN, a brief description of the public skin disease datasets, and the 
conception of deep learning and popular architectures. In section 4, we present the 
preprocessing stage and the experimental techniques for the training of the models. 
Next in section 5, we present results obtained from using the proposed approach and 
assess the performance of the different CNN architectures, compared to each other. 
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2 Related work 

Many studies have tried to exploit the performance of Deep Learning in favor of 
dermatology, especially for the diagnosis of skin diseases. However, few studies that 
were interest to a universal classification of skin disease, most of them restrict the 
problem to certain skin diseases, such as melanoma, which is a deadly cancer [22]. In 
this section, we review the various existing work in the literature for the purpose of 
detecting and classifying skin lesion by exploiting the different techniques of Deep 
Learning, by focusing more on the research that has been developed with the Derm-
Net database. Works on skin lesion classification with deep learning methods are 
listed in Table 1.  

Table 1.  References of skin disease classification with deep learning 

Ref Authors Year End Point Dataset Result Model 

[23] Bajwa et al. 2020 Classification of 
23 diseases 

DermNet 
database 

Accuracy: 80% 
AUC: 98%  

Fine-tuned 
DenseNet-161, 

SE-ResNeXt-101 
and NASNet 

[24] Sah et al. 2019 
Classification of 
10 different clas-

ses of skin disease 

DermNet 
database 

Accuracy:  
76.3% 

Fine-tuned of 
pretrained VGG16 

model 

[25] Esteva et al. 2017 
Robust system of 
classification skin 

cancers 

Clinical images 
dataset 

Accuracy: 55.4 
± 1. % 

Pretrained Incep-
tion v3 

[26] Haofu Liao et 
al. 2016 

Classification of 
38 disease-
targeted and 

lesion-targeted  

AtlasDerm  
Derma  
DermIS  
Dermnet  

DermQuest  

Top-1 accuracy: 
27.6%  

Top-5 accuracy: 
57.9% 

AlexNet model 
trained from 

scratch and using 
fine-tuning 

[27] Kawahara et 
al.  2016 

Classification of 
skin lesions into 
ten categories  

Dermofit Accuracy: 
81.8% 

Pretrained Alex-
Net 

[28] Haofu Liao 2015 Classification of 
23 diseases 

Dermnet 
OLE 

Top-1 accuracy: 
73.1%  

Top-5 accuracy: 
91.0% 

Deep convolution-
al neural network 

(CNN) using 
VGG19 

 
Looking at previous works, the research by Bajwa et al [23] proved that DL have 

enormous potential to classify a vast array of skin diseases challenging the human 
performance, they used two techniques in their researcher, they first focus on classifi-
cation of 23 skin classes lesions and achieved 80% accuracy and 98% AUC. In sec-
ond phase, they achieved 67% accuracy and 98% AUC in classification of 622 dis-
tinct sub-classes in DermNet dataset. Sah et al. in [24], highlighted the role of image 
processing part and image augmentation to improve the accuracy of skin lesion classi-
fication. They investigated the ability of deep CNN models trained with DermNet 
dataset to achieve a good recognition rate. Esteva et al. in [25], proved that deep neu-
ral networks (DNN) rival human performance, by building a strong system that at-
tracted a big attention, they developed a NN-based system that can diagnose cancer 
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from skin image, reaching the level of human dermatologists. They achieved 60.0% 
top-1 accuracy and 80.3% top-3 accuracy classification, outperforming human spe-
cialists' performance. Haofu Liao proposed two works. In the first, he suggested a 
global skin disease diagnostic system using deep convolutional neural network (CNN) 
[26], achieving 73.1% Top-1 accuracy and 91.0% Top-5 accuracy. In 2016, he pro-
posed a second work with other researchers [27], when they proved that using skin 
lesion characteristics facilitate skin disease diagnosis as many diseases are so similar 
in the visual aspects. Kawahara et al in [28] used the MobileNet network trained on a 
public library DermoFit and classified the skin lesions into ten categories. 

3 Methodology 

Many steps have been taken in aims to develop a computer vision-based system for 
skin disease classification. Each image in the DermNet dataset goes through the pre-
processing step where it sizes changes according to the input of each model, and goes 
through different transformation phases (rotation, flip, zoom, etc.) to increase the 
number of images in the dataset. Several models are proposed afterwards and are 
trained on all the images of the training dataset, to finally be able to evaluate them on 
the test dataset in order to choose the most efficient model. The overview of the dif-
ferent steps is shown in Figure 1.  

 
Fig. 1. Overview of the proposed skin diseases classification method 

3.1 Dataset 

DermNet dataset includes a collection of more than 23,000 dermoscopic images 
belonging to different skin diseases. The images are organized according to a two-
level taxonomy. Figure 2 illustrates sample lesion images from the dataset, it has 23 
super-classes of skin diseases. Each image has a diagnostic tag provided by an expert 
in Dermatology Resources. 
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Fig. 2. Random samples of skin lesions from DermNet dataset 

DermNet dataset contains different images of skin diseases, in JPEG extension, 
several images with lower quality were deleted in the checking of the dataset. After 
quality control step, the dataset was divided into 80% of the samples i.e., 12368 
DermNet images are used for training and 15% of the samples i.e., 3085 images are 
used for the validation of the network, and 20% of the samples i.e., 4002 images are 
used for the testing phase. Figure 3 show the distribution of images in each of the 23 
classes for training, validation, and testing data. 

 
Fig. 3. Distribution of the available DermNet training and validation images 

Table 2 shows the number of DermNet images in each of the 23 classes, each cate-
gory name represents a class of skin disease, and each label is associated with its 
category. 

 
 
 

iJOE ‒ Vol. 18, No. 11, 2022 131



Paper—Comparative Study of Multiple CNN Models for Classification of 23 Skin Diseases 

Table 2.  Labels of the 23 skin diseases class 

Label Class Name 
0 Acne-and-Rosacea 
1 Actinic-Keratosis-Basal-Cell-Carcinoma 
2 Atopic-Dermatitis 
3 Bullous-Disease 
4 Cellulitis-Impetigo-and-other-Bacterial-Infections 
5 Eczema 
6 Exanthems-and-Drug-Eruptions 
7 Hair-Loss-Photos-Alopecia-and-other-Hair-Diseases 
8 Herpes-HPV-and-other-STDs-Photos 
9 Light-Diseases-and-Disorders-of-Pigmentation 
10 Lupus-and-other-Connective-Tissue-diseases 
11 Psoriasis-pictures-Lichen-Planus-and-related-diseases 
12 Nail-Fungus-and-other-Nail-Disease 
13 Poison-Ivy-Photos-and-other-Contact-Dermatitis 
14 Psoriasis-pictures-Lichen-Planus-and-related-diseases 
15 Scabies-Lyme-Disease-and-other-Infestations-and-Bites 
16 Seborrheic-Keratoses-and-other-Benign-Tumors 
17 Systemic-Disease 
18 Tinea-Ringworm-Candidiasis-and-other-Fungal-Infections 
19 Urticaria-Hives 
20 Vascular-Tumors 
21 Vasculitis 
22 Warts-Molluscum-and-other-Viral-Infections 

3.2 Experimental setup 

Keras library was used to implement the networks. As previously indicated, the 
pretrained models were trained to perform the 23-classification task using transfer 
learning, and then they were fine-tuned using a categorical cross-entropy cost func-
tion and stochastic gradient descent (SGD) with a small learning rate of 1e-4 and 
momentum value set to 0.9. Indeed, because of its efficiency, SGD has become one of 
the most used optimization methods. Combined with momentum, it usually converges 
faster, the momentum helps to follow prevalent descent directions and dampens oscil-
lation caused by the variance, which accelerates gradient vectors in the appropriate 
directions and leads to faster convergence [29]. 

4 Experiments 

Deep learning is a field of machine learning. It is closer to the human brain; it goes 
further than the connection between data and algorithms since it allows the machine 
to learn and progress through its experience. Deep Learning, which uses a combina-
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tion of knowledge in neuroscience, mathematics and technological advances, is today 
hailed as a real revolution in the field of artificial intelligence. It has recently been 
shown that deep learning algorithms, based on advances in computing and very large 
datasets, can be well served in the medical field, especially with the development of 
smartphones where the patient can nowadays have a primary diagnosis of his health 
condition as the case of skin diseases [30]. 

4.1 Stratified cross validation 

As we can see from Figure 4, the DermNet dataset is highly imbalanced. This may 
lead to a misclassification of the minority class relative to the dominant class. To deal 
with the negative effect of imbalanced data, we have proposed the use of stratified 
cross validation. The Stratified k-Fold CV technique is a useful technique in situations 
where we have an unbalanced set. This is a variation of the classic k-Fold CV ap-
proach, which is based on dividing the dataset into k parts, each with approximately 
the same percentage of samples from each class as the full set. The average of the 
values obtained in each division is the performance metric given by the k-fold cross 
validation. This technique is computationally expensive, but it does not waste a lot of 
data (unlike defining an arbitrary validation set) and has huge advantages in problems 
such as inverse inference or in situations where we have a dataset with small number 
of samples [31]. 

In the previous part of this paper, dataset was divided in 3 parts (training, testing, 
validation). A check control is carried out before that, to delete images with lower 
quality. The data entry for all the CNN architectures is prepared, a resizing images 
step is required: pre-processing of (224,224,3)-pixel-sized input images for Dense-
Net201, VGG19, GoogLeNet, ResNext50, ResNet50, InceptionResNetV2 and Incep-
tionV4, and pre-processing of (299,299,3)-pixel-sized input images for InceptionV3, 
and NasNetLarge architecture. Labels in Table 2 are used for generating the training 
and Test labels. The original pretrained model must be modified to suit our needs, the 
final fully connected output layer must perform a multiple classification of 23 classes 
not 1000 classes. Typically, images are standardized by subtracting the averaged pixel 
over the training set to center pixel values around zero. 

In general, deep learning models perform better when they have access to more da-
ta, since they will have more information to extract which gives them the possibility 
of learning more. Certainly, in some cases we cannot access to a large dataset, one of 
the alternatives is to do some transformations on the images of the dataset (like rota-
tion, flip, change brightness...) in way to have more images from the same base set. 
Table 3 shows the different transformations made to the input images. 

4.2 Data pre-processing 

4.3 Data augmentation 
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Table 3.  Values used in data augmentation 

Process Value 
Rescale 1./255 
Rotation_range 45 
Width_shift_range 0.15 
Height_shift_range 0.15 
Horizontal_flip True 
Zoom_range 0.2 

 
To achieve a good performance, image augmentation was performed using Im-

ageDataGenerator API in Keras. Image Augmentation is used to artificially generate 
training images from the dataset images, performing various transformation methods. 

Due to limited data and the necessity of high computation power, transfer learning 
can be used to train a deep CNN efficiently, so that, besides using the same architec-
ture of the pretrained model, we can let the model learns new tasks based on parame-
ters learned by the previous training on ImageNet Dataset, instead of training the 
network from randomly initialized parameters. 

Fine tuning consists of adjusting a pre-trained model by refining its weights when 
training on a new set, to make it more adaptable and efficient on this set. This tech-
nique is applied to the pre-trained models to make them more relevant for the skin 
disease classification task. The last layers of the pretrained networks are configured 
for 1000 classes. We removed the last layer and replaced it with a new classifier. The 
classifier's role is to classify input images based on the activations it gets from the 
feature extraction phase of every CNN, Figure 4 shows the fine-tuning process. 

 
Fig. 4. Example of the finetuning of a pretrained model 

4.4 Transfer learning 

4.5 Fine tuning 
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We first add a global average pooling 2D layer, then a fully connected layer and a 
dropout layer were included. Adding dropout layers can improve neural networks by 
reducing overfitting by using a value between 20%–50% [32]. Finally, a SoftMax 
layer is set to produce the probability of each of the 23 output classes. The final deci-
sion of the disease class is picked from the class with the highest probability. Figure 4 
shows an example of the fine-tuning process where the final layers was replaced by 
our classification task. 

Accuracy and error rate measures are very important to evaluate a model, however 
they may be deceptive in some situation as these are data dependent. In case of imbal-
anced dataset where the number of majority samples is too large compared to the 
minority samples, the classifier gets biased towards the majority samples. We can see 
in such cases that we have a high accuracy value and very low error rate. These re-
sults project as if the classifier is an ideal one which is not the real scenario. Indeed, 
even if these two metrics indicate that the classifier is efficient, the minority classes 
are not well classified. There are several alternatives to overcome such imbalanced 
dataset scenarios, we can rely on other metrics which may prove more useful and give 
more accurate insight into the performance of the classifier. These metrics are preci-
sion, recall and AUC. These measures are defined as follows: 

Accuracy (ACC) quantifies the proportion of the labels that were correctly classified 
divided by all predictions that were made on the test set, which is formally expressed 
as Equation 1:  

 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = (𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇) 
(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇)

 (1) 

Precision also known as or positive predictive value quantifies the proportion of the 
labels properly classified that are truly positive, as represented formally in Equation 2: 

 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
(𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇)

 (2) 

Recall quantifies the proportion of misclassified labels that are truly positive, as rep-
resented formally in Equation 3: 

 Recall = 𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)

  (3) 

5 Results and discussion 

The experiments were conducted on a Windows10 machine with the following 
hardware configuration: Intel Core™ i7-10750H CPU @ 2.6GHz processor with 
Install memory (RAM): 16.0GB and GeForce RTX 2060 GPU with 6GB GDDR5 
memory.  

4.6 Performance measures 
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5.1 Result and analysis 

Depending on the depth and number of parameters of each model, the learning 
time and the number of epochs required to converge may differ from one model to 
another. For this, we used the Early stopping class provided by Keras, which is a 
technique that will stop the training if the validation accuracy value does not change 
for a predefined number of epochs, which avoid which prevents the model from start-
ing the overfitting. Early stopping can help optimize the epoch’s size by setting a high 
number of epochs and letting early stopping automatically stop the training once the 
model no longer performs on the validation set. Figure 5 and 6, shows the accuracy 
and loss for training and validation set.  

 
Fig. 5. Training and validation accuracy for the different models 

 
Fig. 6. Training and validation loss for the different models 
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While many of the models present similar results for the given dataset, we can no-
tice that some of them stand out. DenseNet-201 outperformed all other models, it 
achieved significantly higher performance with a small difference compared with the 
InceptionResNetV2. The results in Table 4 summarizes the classification report on 
testing dataset for the different networks. 

Table 4.  Results of implementation CNNs 

Name of Architecture Total params Top-1 accuracy Top-5 accuracy Precision Recall 
InceptionV4 41,979,287 63.47% 88.25% 64.2% 63.5% 
InceptionV3 22,068,023 62.94% 87.45% 50.1 % 44.8% 
DenseNet201 18,570,839 68.97% 89.05% 67.3% 67.2% 
MobileNetV3 3,363,031 48.67% 83.18% 51.2% 48.7% 
ResNet50 23,852,951 65.84% 88.38% 66.2% 65.8% 
VGG19 20,090,564 59.82% 87.90% 58.2% 56.3% 
ResNext50 26,679,063 53.72% 82.33% 54.2% 53.7% 
NASNetLarge 85,436,009 65.94% 87.88% 66.2% 65.8% 
GoogLeNet 6,147,879 64.01% 89.23% 64.5% 64.0% 
InceptionResnetV2 54,378,231 67.99 % 89.45% 68.6% 68.0% 
(*) We used the weighted average for the precision and recall rate 

Densenet performed better than all architectures with mean differences in classifi-
cation accuracies of 5.5%, 6.03%, 20.3%, 3.13%, 9.15%, 15.25%, 3.03%, 4.96 and 
0.98% when compared to InceptionV4, InceptionV3, MobilenetV3, ResNet50, 
VGG19, ResNext50, NASNet, GoogleNet and InceptionResNet-v2, respectively. The 
reason may be due to the depth of DenseNet-201 as it has the deepest neural structure 
compared to other deep neural networks in use, which allows it to extract more dis-
tinct features and map more complex patterns, which helps to differentiate the classes 
and have a more precise diagnosis. However, the accuracy metric is not always the 
best metric to evaluate a model; precision and recall can give us more information. 
Ideally, for our model, we would like to avoid all situations where the patient has a 
disease, but the model misdiagnoses him, which means we need to focus more on 
having a high recall. 

ResNet50 which introduced the concept of the repetitive residual blocks, NASNet-
large which use a reinforcement learning search method to optimize the architecture 
configurations, GoogleNet, InceptionV3 and InceptionV4 who uses inception modules 
that are composed of multiple filters of different sizes over simple convolution layers, 
all these models showed a similar performance. Starting with the accuracy, NASNet-
large had the higher result 65.94% followed closely by ResNet50 with 65.84%, Goog-
leNet with 64.01%, InceptionV4 by 63.47% and the lower accuracy with InceptionV3 
which obtained 63.47%. In the same way, the order of the recall rate was equal to the 
accuracy, where the lower percentage was obtained by InceptionV3 with 44.8% and 
the highest by NASNet and ResNet50 with 65.8%. VGG19 and ResNext50 had insig-
nificant accuracy rate and MobileNetV3 was the lowest. 

In one hand, DenseNet201 and InceptionResNetV2 achieved both the most accepta-
ble accuracy results compared to other models. InceptionResNetV2, on the other hand, 
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while having a greater number of learnable parameters than DenseNet-201, was unable 
to outperform DenseNet201 in terms of accuracy. This, makes the InceptionResNetV2 
train slower with more computation cost, as compared to DenseNet-201. Hence, after 
this evaluation, only architecture that have higher top-1 accuracy score and don’t have 
a high total of parameters is kept: DenseNet201. 

For more evaluation of the results and more details, we can refer either in the Area 
Under the Receiver Operating Characteristic Curve (AUC). This measure ensures that 
the classifier is evaluated at many different thresholds, i.e., the distance cutting points 
above which a sample is considered anomalous. Figure 7 shows the ROC curve and 
Area under these ROC curves for the 4 best classes predicted correctly, that is plotted 
with true positive rate against the false positive rate.  

Depending on each issue, the amount of data and the complexity of the images, 
CNNs models perform differently in each situation. In general, a large amount of data 
is required for the model to learn well and extract the characteristics of classes and to 
be able to differentiate between them. The dataset we have is not very large, especially 
for some classes, which prompted us to use transfer learning to take advantage of 
ImageNet's weights. However, the specificity of each dataset (target dataset and source 
dataset), as well as the size of the dataset led us to simply freeze the first CNN levels of 
the pre-trained models and recycle the remaining parameters / weights. It is intuitive 
that the more the number of frozen layers is reduced, the more the computational cost 
of the formation is considerable [33]. 
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Fig. 7. ROC curve of the first class of skin lesions for the four classes predicted correctly (A: 

Acne and Rosacea, B: Psoriasis-pictures-Lichen-Planus-and-related-diseases, C: Nail 
Fungus and other Nail Disease, D: Hair-Loss-Photos-Alopecia-and-other-Hair-

Diseases) 

6 Conclusion 

In this work, high-performance CNN architectures such as InceptionV4, Incep-
tionV3, DenseNet-201, MobilenetV3, ResNet50, VGG19, ResNext50, NASNetLarge, 
GoogleNet and InceptionResNetV2 were trained using DermNet dataset which con-
tain 19434 images of skin diseases belonging to 23 classes. 

These architectures are used to classify skin diseases, in order to develop a compar-
ison between them, which helps to select the best model to build a practical computer-
aided diagnosis system that can be used in the dermatology field. DenseNet-201 was 
the best deep learning neural network (CNN architecture) for automatic diagnosis of 
skin diseases using the DermNet dataset. This study helped to select the best CNN 
model for the automatic diagnosis of skin diseases using DermNet Dataset. The main 
purpose of this work is to provide comparative study of CNN behavior toward the 
dermnet dataset, which has been little treated previously with this large number of 
classes including most common skin illnesses. Thus, this can be used as a basis for 
future research to develop a computer-assisted diagnostic system for the most com-
mon dermatological conditions. 

 
A 

 
B 

 
C 

 
D
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While our approach learns features end to end, another promising way might be 
fusing CNN models to build a robust deep learning architecture, another approach is 
to use handcrafted features to our advantage, as diagnostic markers typically tracked 
by dermatologists. 

In a vision, and for further development of this study, we aim to use segmentation 
to the skin region with the classification algorithm (K-means), which is a Machine 
Learning algorithm, to minimize prediction errors. Another approach is to collect 
more clinical data to improve the model’s performances and test other type of dataset, 
for a bit of knowledge, is what it to give a better prediction score for all types of da-
tasets. 
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