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Abstract—Breast cancer is one of the most common types of cancer among 
Iraqi women. MRI has been used in the detection of breast tumors for its effi-
cient performance in the diagnosis process providing high accuracy. In this paper, 
breast MRI image data from 89 patients were classified using GLCM and CNN 
feature extraction methods. Four models were evaluated consisting of GLCM, 
CNN, combined GLCM and CNN features based models. The statistical ANOVA 
feature selection method was used to reduce the redundant features. The reduced 
feature subset was fed to CNN classifier for obtaining either normal or abnormal 
breast images. The proposed method was assessed in terms of accuracy, preci-
sion, recall and F1-score. The model provided 100% classification accuracy.
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1	 Introduction

Breast cancer is the most presenting type of cancer in women. It develops in breast 
tissue [1]. In Iraq, it is the most common cancer type ranking first among other cancer 
types in women [2], particularly, in the period 2012–2019 in Al-Hussein cancer center 
in Kerbala province in Iraq [3].

Magnetic Resonance Imaging (MRI) is one of the major medical imaging tech-
niques that play important role in achieving an accurate diagnosis of cancer includ-
ing breast cancer [4][5] for its high accuracy, specificity, and sensitivity even in dense 
breast tissue [6]. MRI enables radiologists to better recognize benign and malignant 
lesions [7][8][9]. Adding MRI to Mammography when screening for breast cancer has 
elevated cancer detection [10].

One of the branches in computer science involved with creating models inspired by 
human intelligence is Artificial Intelligence (AI), these models perform tasks usually 
performed by humans. AI Figure 1 has been used to enhance the performance of MRI in 
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cancer detection and recognition of the cancer type [7]. When certain algorithms within 
AI models are trained to recognize certain patterns or features within the data, then 
these algorithms are considered Machine Learning algorithms (ML). Machine learning 
algorithms have successfully assisted in the diagnosis of several diseases when inte-
grated into medical imaging [11][12]. Deep learning (DL) is a subtype algorithm of 
ML, in which the algorithm learns to recognize a group of features and thus identify the 
components in an image [13].

Deep Learning

Machine Learning

Artificial Intelligence

Fig. 1. Diagram showing AI, ML, and DL with respect to each other

Many related works were performed in this area. In 2008, Wang et al. compared sup-
port vector machine (SVM) to C-Means in the classification of multi spectral MR images 
of the breast [14]. In 2012, Hassanain & Kim presented a Hybrid approach to classify 
breast MR images for presenting cancer. In a preprocessing step a type-II fuzzy set was 
used in conjunction with pulse coupled neural networks (PCNN) to prepare the images 
for feature extraction. Wavelet transform feature extraction was employed to extract the 
features which were normalized. SVM was finally used for the purpose of classifica-
tion [15]. In 2012, Kumar Mohanty et al. proposed a model for classifying benign and 
malignant lesions in mammography images. The images were first preprocessed by the 
application of low pass filter to reduce noise. Region of Interest (ROI) was next identi-
fied. 19 Gray Level Co-occurrence Matrix (GLCM) and Gray Level Run Length Matrix 
(GLRLM) were extracted. This was followed by classification using Association Rule 
Mining method [16]. In 2013, Nagarajan et al., investigated the effect of post contrast 
extracted features on classification performance. MRI images of 54 female patients 
were used in the model. After preprocessing, GLCM features were extracted in four 
directions. Harlick features were extracted using non-directional GLCM. Feature sub-
set was obtained using Mutual Information feature selection. These features were then 
classified using fuzzy K Nearest Neighbor (fKNN), Support Vector Regression algo-
rithm with radial basis function kernel (RBF-SVR) and linear function kernel (SVRlin) 
[17]. In 2019, Zhang et al., proposed a Mask Guided Hierarchical Learning (MHL) for 
the purpose of breast tumor segmentation. Fully Convolutional Network (FCN) was 
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first trained to detect ROI named (FCN-1). Then FCN-2 was made for rough estimation 
of segmentation results. Initial results were refined by FCN-3. And an FCN-4 model 
was used to detect two landmarks at the nipples. The model was finally validated on 272 
cases [18]. However, in 2019, Alkhaleefah & Wu implemented transfer learning model 
on breast mammography images. Since few numbers of images were available, Con-
volution Neural Network (CNN) was established from zero and trained on MRI spine 
images. The parameters learned from CNN were fed to Radial Basis Function SVM 
(RBF-SVM) for classification [19]. In 2020, Yurttakal et al. implemented a model on 
200 tumor images to detect breast cancer. Data was preprocessed and denoised by using 
Denoising Deep Neural Network (DnCNN). This was followed by data augmentation 
to avoid overfitting. A CNN model was then employed for classification [20]. In 2021, 
Jaglan et al. utilized the breast MR images of 448 patients. The data was preprocessed 
aiming to remove gaussian noise using Median filter and Weiner filter. This was fol-
lowed by segmentation of breast region and detection of tumor. Features of shape, size, 
texture, and contrast were extracted. There were 27 features eventually classified by 
SVM [21]. Furthermore, in 2021, Hilal et al. proposed a model to classify MRI breast 
scans. 326 images were first preprocessed using gaussian filter, symmetry detection, 
and intensity normalization. GLCM and GLRLM were used to extract features which 
have been reduced using ANOVA feature selection. Long Short-Term Memory (LSTM) 
was used for the classification of breast MR images into normal or abnormal [22]. Due 
to the lack of cancer centers in Iraq, and for the bare reason of lack of histopathological 
confirmed MRI scans, free data was employed to conduct this study. In this proposed 
model, a breast cancer classification problem was addressed using GLCM and CNN 
feature extraction. Feature vectors were extracted from T2W breast MRI images. Fea-
tures spaces were reduced using ANOVA. Finally, features were classified using dense 
layers into normal and abnormal breast scan.

2	 Methodology

This study aims to implement GLCM, and CNN features based model that helps 
radiologists in the loaded clinical settings in Iraq to efficiently diagnose the normal 
and abnormal breast scans using CNN dense layers. Consequently, the classification 
model can be employed for better management of pathological cases by reducing the 
time consumed by normal scans, through automatic classification of the image type fed 
to the model. This will provide an initial diagnosis to the radiologist and will help to 
speed the process up when normal scan is identified. Thus, more time can be dedicated 
to scans that are being classified as abnormal. There is very limited use of AI models 
in Iraqi clinics and cancer centers due to limited resources. Adding AI models is more 
efficient and time saving compared to radiologist’s own speed in processing the scan 
and classifying the type of the image. Figure 2 is a small diagram representation of the 
proposed model.
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Fig. 2. Diagram representation of the proposed model

2.1	 Data

MRI breast image data from BREAST-DIAGNOSIS. The Cancer Imaging Archive. 
http://doi.org/10.7937/K9/TCIA.2015.SDNRQXXR was used in this study and 
obtained from the Cancer Image Archive (TCIA) [23]. The data set includes images 
from 89 patients, normal and abnormal breast images were obtained from STIR and 
T2W modalities. In addition to the ground truth table of the free data supplied by TCIA, 
a second ground truth table for the data was established by three experienced Iraqi 
radiologists for the total 326 MRI breast images. 1.5 Tesla PHILIPS Achieva scanner 
was used to obtain the MRI breast scan. This data collection contains a range of cases 
extending from normal cases such as high risk normal and abnormal scans such as 
fibroid, lobular, and Ductal Carcinoma in Situ. Some patients have been investigated on 
multiple time points. The data is supplemented with BIRADS MRI features provided 
by the imaging report. If a mass was found, X-Y center position of the mass is provided 
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in key images. In this study, 161 abnormal and 165 normal MRI images from T2W 
modality were investigated, Figure 3 below includes sample images used in this study.

Fig. 3. Sample T2W breast MRI image used in this study

2.2	 Preprocessing

The images were preprocessed for preparation of feature extraction step. The images 
were resized to a uniform new size for all the data. All the images were converted 
from RGB into grayscale to construct basis for providing statistical information about 
the gray levels between adjacent pixels. This step will help to extract Gray Level 
Co-occurrence Matrix features.

3	 Feature extraction

In order to obtain a model with reliable and efficient performance, feature extraction 
was handled with more attention. In this study two types of feature extractors were 
employed in the proposed model for the problem of breast cancer classification. The 
first feature set is GLCM which was used to extract Harlick texture features from the 
images. GLCM was first introduced in 1973 by Robert Harlick [24]. GLCM is used to 
extract texture features by measuring the spatial relationship between reference and 
neighbor pixels. Two variables are considered while assessing GLCM features. The 
distance (d) between the two pixels of concern and the direction (θ) in which the pixel 
relations are assessed [25].

The second is the high-level features, those were extracted using CNN algorithm. 
CNN was first introduced in 1980s [26]. CNN is a deep learning algorithm that is 
characterized by its ability to extract the most important features for classification inde-
pendent of the spatial occurrence in the images. The Convolution layer plays important 
role in CNN [27]. In this paper, CNN features were extracted by the convolution layer. 
In both cases features were normalized, scaled to unit variance by removing mean. 
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Normalization is important for improving the model accuracy by assuring smooth 
transition towards the minima in the optimization phase.

3.1	 GLCM features

52 Harlick texture features were extracted from the images using GLCM. 14 features 
were obtained from 4 matrices of GLCM. The 4 matrices were calculated using 4 
distance separations between reference pixel and the neighbor pixel. The GLCM was 
also calculated in four different angles (0°, 45°, 90°, and 135°). With the purpose of 
reducing computation time only 13 features were considered in this study. Thus total 52 
features were extracted consisting of 13 Harlick features from each one of the 4 GLCM 
matrices. Below are the 14 Harlick features names:

	– Angular Second Moment (homogeneity).
	– Contrast.
	– Correlation.
	– Sum of Squares (Variance).
	– Inverse Difference Moment (local homogeneity).
	– Sum Average.
	– Sum Variance.
	– Sum Entropy.
	– Entropy.
	– Difference Variance.
	– Difference Entropy.
	– Information Measures of Correlation 1.
	– Information Measure of Correlation 2.
	– Maximal Correlation Coefficient: was not calculated to reduce computation 

complexity.

3.2	 CNN features

CNN was utilized to extract features from the breast MRI images, three layers of 
convolution were built, and these layers extracted high level features form the labeled 
images in the training portion in the input data. 4 kernels of the size (3 × 3) were used in 
the convolutional layer. This was followed by MaxPooling layer of the size (2 × 2). The 
stride was also 2. These two layers were repeated with only different number of kernels. 
8 kernels were used in the next block and 20 on the third block. The Relu activation 
function was used in all the convolutional layers. A flattening layer was finally used to 
hold the features in a one-dimensional matrix.

4	 Feature selection

A statistical feature selection method was used to reduce the feature space, elim-
inating the non-relevant features, and dedicating more priority to important features. 
Selecting the most important features can significantly improve model performance [28]. 
Analysis of variance (ANOVA) is feature selection algorithm categorized within 
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filter methods of feature selection. F score is one statistical way in which ratio of 
variance is measured among variables within and between groups [29]. ANOVA has 
been utilized by many researchers to reduce the feature spaces and eliminate non rel-
evant features [30][31][32][33]. In this study ANOVA feature selection method was 
used to reduce the feature dimensions of the combined GLCM and CNN feature sets. 
F- Statistics for each feature was calculated by employing ANOVA. This helps to iden-
tify features with good discrimination capabilities between the two classes.

5	 Classification

Four models were used in this study for the purpose of classifying breast MRI images 
into normal and abnormal. In the first model the GLCM Harlick features were classified 
using 5 dense layers, drop out was used between the dense layers to reduce overfitting. 
In this study we have two classes in the problem of classification into normal and abnor-
mal breast MRI images. For this reason, a sigmoid activation function was employed.

The second model consisted of high-level feature extracted using CNN were classi-
fied using 3 dense layers with sigmoid as an activation function.

In the third model, the texture features from GLCM and high-level features from 
CNN were integrated with each other and the features from this combination were then 
classified by dense layer.

In the fourth model, the combined GLCM and CNN features were reduced into a 
feature subset selected by ANOVA. The reduced set of features were classified using 
dense layer. Figure 4 shows a representation of the proposed model architecture.

Fig. 4. Representation of the proposed model architecture
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6	 Results

This study has presented a proposal for classifying 326 breast normal and abnormal 
MRI images using GLCM and CNN features. The two methods for feature extraction 
were used individually and in combination with each other during the development of 
the model. Model accuracy, precision, recall, and F1-s score (sensitivity) were measured 
for the four models through the employment of the confusion matrix. Figure 5 depicts 
confusion matrices obtained during the development of four models in this study, where 
the x-axis represent the predicted labels while the y-axis represents the actual labels. 
True Negative (TN), True positive (TP), False Negative (FN), False Positive (FP) val-
ues have been employed through the following formulas:

	 Accuracy = (TP + TN)/(TP + FP + FN + TN) × 100%	 (1)

	 Precision = TP/(TP + FP) × 100%	 (2)

	 Recall = TP/(TP + FN) × 100%	 (3)

	 F1 score = (2 × (Recall × Precision)/(Recall + Precision)) × 100%	 (4)

Loss and accuracy curves have been plotted for each model. Figure 6 depicts 
plots of model accuracy in which the x-axis represents the number of epochs while 
the y‑axis represent the model accuracy over the corresponding epoch, and model loss 
plots where the x-axis represent the number of epochs and the y-axis represent the 
model loss over the corresponding epoch. The plots represent the model performance 
for 10 epochs during training and testing phases. The data was divided into 80% for 
training and 20% testing.
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a. GLCM. b. CNN.

c. CNN + GLCM. d. ANOVA.

Fig. 5. Confusion matrix of the True Negative (TN), True Positive (TP), False Negative (FN), 
False Positive (FP) values, for (a) GLCM features model, (b) CNN features model,  

(c) combined GLCM and CNN features model, (d) the model based on ANOVA feature  
selection of the GLCM and CNN combined features
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a. GLCM.

b. CNN.

c. CNN + GLCM.

d. ANOVA.

Fig. 6. Represent plots of model accuracy, and model loss plots. The plots represent the model 
performance for 10 epochs during training and testing phases. (a) reflect the performance of 

model which relies on the GLCM features alone. (b) the performance of the model depending 
on CNN features. (c) combined GLCM and CNN features model performance. (d) model per-

formance with the reduced features subset by ANOVA
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The GLCM based model has achieved the lowest accuracy of (89.3%). It is believed 
this result was obtained due to dependance on one type features which was Harlick 
texture features, meaning, for the classification model in hand, there is room for improv-
ing the model performance by adding other features to GLCM. CNN was (93.9%) 
accurate, this reflects the fact that CNN is capable of learning the important features. 
CNN assigns more weights to the features which show valuable addition to the model 
performance, this made the CNN perform better than the GLCM feature based method. 
The model which was based on combined GLCM+CNN features attained an accu-
racy of (98.4%). The improvement in the combined GLCM and CNN model regarding 
accuracy is believed to be due to the addition of the Harlick texture features extracted 
through GLCM to the CNN features. This made the model familiar with both texture 
and high-level features. This refers to the fact that GLCM based model performance 
has improved in terms of accuracy after adding features from CNN. So is the case about 
CNN accuracy, both models improved after combining the features. The last model has 
achieved an accuracy of (100%) given that the ANOVA feature selection has eliminated 
all the unnecessary features that may negatively affect the performance of the model in 
terms of accuracy and time. the Table 1 below shows a detailed performance of each 
model in terms of Precision, Recall, F1-score, and Accuracy.

Table 1. Performance of the proposed models

Model TP TN FP FN Precision Recall F1-score Accuracy

GLCM 28 31 3 4 90.3% 87.5% 88.8% 89.3%

CNN 34 28 1 3 97.1% 91.8% 94.4% 93.9%

GLCM & CNN 32 33 1 0 96.9% 100% 98.4% 98.4%

GLCM & CNN/ANOVA 16 17 0 0 100% 100% 100% 100%

7	 Discussion

This research proposed a method to solve a classification problem of the breast MRI 
images consisting for data set of 161 abnormal and 167 normal breast images obtained 
from T2W MRI modality. GLCM features were used to detect important texture fea-
tures in the images in preparation for classification. GLCM model was found to be 
lacking the superior accuracy on its own. However, the classification that is solely 
dependent on GLCM features can achieve fair performance, especially when being 
integrated with the suitable classifier.

Features such as wavelet transform [15], pre trained CNN features [19], and 
high-level CNN features which have been assessed in this study may provide more 
accepted classification accuracy. Shape, size, texture, and contrast features could also 
perform well when using efficient classifiers [21]. Combining GLCM features with 
other feature extraction methods can drastically increase model performance. Adding 
GLRLM features to GLCM before classification step gave good results and elevated 
GLCM performance resulting in (94.9%) classification accuracy [16].
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Good performance (95% accuracy) was achieved on the data processed in this 
research in 2018 by Detheridge et al. when using CNN algorithm for both feature 
extraction and classification [34]. Reducing GLCM and GLRLM combination feature 
space by using ANOVA feature selection method for the same data from TCIA provided 
excellent results (98.8%) after classification by using LSTM classifier [22].

In this paper, GLCM features performance was explored on classification, which 
provided an accuracy of (89.3%). CNN features were also explored in terms of 
classification accuracy showing to be (93.9%) accurate. Also, GLCM was used in 
combination with CNN features, and it proved to provide superior results (98.4%) 
when compared to other combinations. Classification model performance was further 
improved when applying feature selection method.

In our proposed method, ANOVA was used to reduce features combination obtained 
from GLCM and CNN. Classifying the reduced subset by CNN provided higher 
accuracy (100%) than the previous models. Table 2 below shows analysis of some 
previous methods introduced for solving similar classification problems in comparison 
with the model proposed in this paper.

Table 2. Analysis for the purpose of comparing to previous methods

Features Classification Data Author Model Accuracy

Wavelet transform SVM MR breast images 2018, Hassanain & 
Kim [15]

98%

Pre-trained CNN RBF-SVM 
classification

breast mammography 
images

2019, Alkhaleefah 
& Wu [19]

92%

Shape, size, texture, 
and contrast

SVM Breast MR images 2021, Jaglan 
et al. [21]

93%

GLCM, GLRLM Association 
Rule Mining 
classification

Mammography breast 
images

2012, Kumar 
Mohanty et al. [16]

94.9%

CNN CNN TCIA MR breast 
images

2012, Detheridge 
et al. [34]

95%

GLCM, GLRLM, 
ANOVA (feature 
selection)

LSTM TCIA breast MR 
images

2021, Hilal  
et al. [22]

98.80%

GLCM, CNN, 
combined GLCM 
and CNN, ANOVA

CNN TCIA breast MR 
images

Proposed method 100%

8	 Conclusion

Depending on the considerations in this study, we can come to an end that GLCM 
texture features can provide a solution for classification of breast MR images, although 
feature extractors such as CNN can have better performance. However, GLCM alone 
is not ideal when high accuracy is the goal for clinical applications. Adding other fea-
ture extractors to GLCM, such as CNN proved to be successful in elevating the out-
come. Further leverage can be achieved when employing a statistical feature selection 
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method such as ANOVA before classification. This model is a possible solution for the 
loaded clinical context in Iraq. Since there is a recognized shortage in terms of clin-
ical investigation and diagnosis possibilities, this model was built with the intention 
of providing means to aid radiologist in the diagnosis process and increase number 
of patients receiving clinical care by reducing time consumed by normal breast scans.
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