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Abstract—Computed Tomography (CT) images are cross-sectional images 

of any specific area of a human body which allows doctors to see inside of a pa-

tient. CT scan is almost always the first imaging modality used to assess pa-

tients with suspected hemorrhage. A CT scan provides image reports in the 

form of grey shades. It is sometimes difficult to distinguish between two areas 

because the shades of grey in a CT image are occasionally similar. CT scan 

(Particularly “Non-Contrast Head CT Scan”) is the current guideline for prima-

ry imaging of patients with any head injuries or brain stroke like symptoms. To 

obtain any findings from the CT image, Radiologists or other doctors need to 

examine the images. Deep-learning is an important tool used in radiology and 

medical imaging which provides a better understanding of the image with more 

efficiency and quicker exam time. The main idea of this project is developing a 

model using classification algorithms which can be used to classify or detect 

hemorrhage in a CT image. The dataset consists of both normal CTs and CTs 

with hemorrhage. Deep learning is used to develop a model that can detect 

whether a CT image shows a hemorrhage or not. 
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1 Introduction 

Traumatic head injuries from events such as accidents or falls might result in sud-

den hemorrhaging in the brain. Hemorrhage in a brain is a serious condition as this 

may result in paralysis or even death if not diagnosed quickly. To evaluate a subject 

with a head injury, CT (Computed Tomography) Scan is the primary diagnostic tool 

used as it can generate reports rapidly. Windowing method is generally used to dis-

play CT scans which transform the HU values (Hounsfield Unit) into grayscale values 

([0, 255]). We have different window parameters and each parameter can be used to 

display different features of the brain tissues in a CT image. Generally, to interpret a 

CT image or to determine if a hemorrhage has occurred, we need an experienced 

radiologist. But this diagnosis process highly depends on the availability of a special-
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ized radiologist. This is a time sensitive procedure and sometimes, delayed diagnosis 

of hemorrhage could lead to death. 

In recent years, development of machine learning algorithms at image pattern 

recognition tasks have been growing quickly which has shown promising results in 

assisting the medical engineering field. With the sustained development of medical 

imaging techniques, there has been an improvement in accuracy and reliability of 

medical diagnosis. However, a computer aided diagnosis can reduce the diagnosis 

time and will be helpful in prioritizing the reports. Recent advances in machine learn-

ing have shown that the automatic image classification using algorithms has the capa-

bility to detect hemorrhage in a CT scan. Deep learning has shown promising results 

in automated classifications. It is so proficient at image tasks that we can also use 

neural networks to create diagnostic images, not just analyze them. Especially Convo-

lutional Neural Network (CNN) is well-suited for analyzing images such as CT or 

MRI scans. CNNs are developed mainly to process images more efficiently and carry 

out image classifications. Therefore, CNNs are approximating the precision of radiol-

ogists when identifying important features in CT scans or any other diagnostic imag-

es.  

We hypothesized that deep learning algorithms have the potential to automate the 

diagnosis procedure for classifying CT scan images. We developed a CNN model to 

classify CT scan images based on its features. This will help reduce the time in the 

hemorrhage diagnosis and could also be helpful in prioritizing radiologist worklist. 

And it could be helpful in regions where an expert radiologist is unavailable and as-

sists trainees. There are less datasets that are publicly available and there is a need for 

more datasets to furthermore improve the work. 

2 Literature Survey 

To classify brain CT images, many models have been proposed in recent years. 

Many data scientists are trying to come up with an automated solution for detecting 

hemorrhage or cancer from a CT image. Before starting the project, we have gone 

through the previously followed approaches. In this section, we have listed few of 

those approaches that have been followed previously. This covers the automatic com-

puter-based classification system for various brain related medical problems. Apart 

from the below mentioned models, we have also gone through various methodologies 

for image preprocessing, augmentations, and pattern recognition techniques. All of 

them have both advantages and disadvantages. As brain hemorrhage is a critical issue 

and there is no scope for even minute errors, we need to have a completely reliable 

model to classify them. Currently, there are no such reliable and adaptive approaches 

for automated classification of CT images. 

2.1 Ischemic stroke 

We found that there were many automated classification systems for human brain 

images. Among those systems, there were many approaches for detection of strokes in 

52 http://www.i-joe.org



Paper—CT Image Classification of Human Brain Using Deep Learning  

a CT image. In 2006, Lee and others put forward a technique to detect initial symp-

toms of “acute stroke” [1] on brain CT scan images. They have used an “adaptive 

partial smoothing filter” in their technique. Detection of required regions in an image 

is sometimes difficult as images will have noise in it. To focus on the stroke region 

and enhance the detectability, they smoothened the images by preserving the edges 

remain and reducing noise around the stroke region. This image processing has im-

proved the efficiency of their model. Mald and Usin have also proposed few image 

processing approaches in the year 2001 and 2004 respectively. Usin have used seg-

mentation on images using mathematical concepts like standard deviation and mean. 

Later in 2007, Preslowaski and others proposed a different approach to detect “Is-

chemic Stroke” using wavelet. He added to Lee’s concepts of filtering images by 

reducing the noise and contrast. In 2008, Fauzi came up with a completely different 

concept of two-phase segmentation. To get the results easily, he used both clustering 

and Fcmto process the images and converted them into binary images which in turn 

will make the model generate results quickly. He used the concept of machine learn-

ing and built a decision tree and extracted results. Next year using the previous idea of 

wavelet-based processing, Chawla and others also proposed a model for detecting and 

classifying the strokes and this was a two-level classification. 

2.2 Brain hemorrhage and hematoma 

In 1993, Atam proposed a “Histogram Based K-means initial clustering” to detect 

hemorrhage regions in a CT image. Later in 1998, two scientists used “Possibilist 

Hopfield Neural Network” (PHNN) and “Fuzzy Hopfield Neural Network” (FHNN) 

for segmentation to classify the hemorrhage in a CT images. Then, many scientists 

have started using new concepts for creating more reliable models for this problem. 

Few of them have further studied and enhanced the previously used clustering-based 

and region-based segmentation approaches. Later, in 2004, a model was proposed by 

Hodgson which showed 97% sensitivity. Although it had good results, this model was 

not so reliable as it ignored few portions of the image. After that, many data scientists 

have come forward to develop models to classify a CT image. To classify an image 

and to detect hematoma, Liaohas developed an approach where he used a threshold 

value for identifying the hematoma with the help of decision rules by setting a binary 

value. Later in 2009, a semi-automated technique was proposed by ‘Bardera’ where 

he combined a region growing approach with his method and the results obtained 

were close to the actual real time results. Chan presented a method where he used 

‘top-hat transformation’ and ‘left-right asymmetry’ for detecting hemorrhage (particu-

larly AIH). 

3 Methodology 

The below steps are followed for implementing the project: 
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3.1 Dataset acquire 

The dataset we used is obtained from Kaggle datasets which contains CT images in 

PNG format and csv file. Labels of the images are stored in the csv file. 

 

Fig. 1. Dataset 

3.2 Data exploration and pre-processing 

Figure 2 is a line plot which indicates that the number of images used in this da-

taset are equally distributed i.e., both the classes has same number of images. 

 

Fig. 2. Data Exploration-1 
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Then, we explored each image in the dataset and we found that there is a variation 

in dimensions of the images used. Figure 3 shows the cumulative information regard-

ing height and width of images in the dataset. 

 

Fig. 3. Data Exploration-2 

Figure 4 shows the variations in the height and width of the images. In this project, 

we resized all the images to an optimal size. The trade-off here is to decrease the 

overfitting, but there can be a loss of information. 

 

Fig. 4. Dimensions of the images 
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3.3 Image augmentation 

The initial dataset that we had was smaller and to increase the efficiency of the 

model, there is a clear need for image augmentation. Image augmentation can simply 

be done by flipping and rotating the images in our dataset. Instead of that, we made 

use of “ImageDataGenerator” module for image augmentation. This was developed as 

part of “keras. preprocessing. image” module. “ImageDataGenerator” provides us 

with many parameters to augment the data. As this is a part of keras module, this can 

be used to directly generate different batch of images in each epoch while training the 

model. In this way, the model can see a slightly variant image in each epoch and this 

could improve the efficiency of the model. 

 

Fig. 5. Image Augmentation Example 

3.4 CNN classifier 

The word ‘deep learning’ itself refers to have more than 2 layers in it. Being a deep 

learning algorithm, CNN encompasses of several layers (input, hidden and output 

layers) which are connected, and it can automatically learn the features from a dataset 

or an image without any manual feature extractions. 

In recent years, the neural networks are showing good results in classification prob-

lems. CNNs are especially considered to yield better results in image classification 

than any other ML classification algorithms.  

To classify an image using CNN, we pass the image as the input through a series of 

layers and at the end it’ll generate the output. The first layer in a CNN is always a 

“convolutional layer”. In this layer, there will be a smaller matrix called as ‘filter’ or 

‘kernel’ and this smaller matrix will be passed over the input image matrix. This is 

known as ‘convolution’ where the filter moves along the input and performs some 

computations. At the end, we’ll obtain another matrix as output whose size will be 
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smaller than the input size. Subsequent values are computed according to the follow-

ing formula: 

𝐺[𝑚, 𝑛] = (𝑖𝑚 ∗ 𝑓)[𝑚, 𝑛] =  ∑ ∗𝑗 ∑ 𝑓[𝑖, 𝑗]𝑖𝑚[𝑚 − 𝑖, 𝑛 − 𝑖]𝑗  (1) 

Here, im – Input Image  

f – Filter or Kernel  

m&n – Shape of Resultant Matrix 

In general, the first layer of a CNN model learns the basic features from an image 

such as edge, corners etc. The output of this layer will be given to the next layer as 

input. Figure 6 shows how the dimensions of the image decreases from 1st layer to the 

next layer. 

 

Fig. 6. Convolution Layer 

After the convolution layer, there will be a “non-linear” layer which specifies an 

activation function. This activation function helps in determining the output coming 

out of a node in the network, based on its input. In this project, we used the “Relu” 

activation function as it produced better results for us. 

Then comes “Pooling Layer” which is mainly used for reducing the dimensions of 

the image. Since the model learns some features in the previous layers itself, it com-

presses the image and all those features that are no longer required will not be availa-

ble.  

The last layer of any CNN should be a “fully connected dense layer” [7]. This layer 

must not be missed as this layer takes the resultant information from the convolutional 

layers and generates the actual output.[9] 
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4 Results 

4.1 Confusion matrix 

• True Positive (TP) - Person has a hemorrhage and the model predicted it 

correctly. 

• True Negative (TN) - Model predicted correctly that the person does not 

have hemorrhage. 

• False Positive (FP) - Person has no hemorrhage, but the model prediction is 

wrong. 

• False Negative (FN) –Person has hemorrhage, but the model predicted it 

wrongly.  

Table 1.  Confusion Matrix 

 Predicted Positive Predicted Negative 

Actual Positive 10 0 

Actual Negative 3 7 

4.2 Accuracy 

Figure 7 shows the variations in accuracy at each epoch for both training and test-

ing dataset. 

 

Fig. 7. Accuracy 
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4.3 Loss 

Figure 8 shows the variations in model loss at each epoch for both training and 

testing dataset. 

 

Fig. 8. Loss 

4.4 CNN architecture 

The following Figure 9 represents the CNN layers used in this model. 

 

Fig. 9. Architecture 
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4.5 Prediction 

Figure 10 is a snippet of the results obtained after the image prediction done by the 

model. 

 

Fig. 10. Prediction Example 

5 Conclusion 

As part of our project, we prepared a classifier model using CNN deep learning al-

gorithm. This classifier model can classify the images of human brain CT scans into 

either hemorrhage or not. One of the problems that we faced in this project is the 

dataset. As we mentioned, our dataset size is low, and we couldn't get many images. 

To improve the efficiency of the model despite having less images, we used image 

augmentation concept. This was done with the help of ImageDataGenerator which 

was present in keras module. The accuracy of the model is fine, and it can be in-

creased if we can get more images. Another important point to be noted here is the 

false negative counts. False Negative is a test result which wrongly indicates that a 

person has a hemorrhage. As this is a medical problem, this is something which needs 

to be taken care of. In our project, we didn't get any false negatives, but a bigger da-

taset might create this problem. The aim of this project is to assist the existing diagno-

sis procedure by prioritizing the radiologist's or other specialized doctor's worklist. 

This will save a lot of time especially when the doctor or the radiologist has too many 

patients to be checked after. 
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6 Future Enhancements 

This classifier model basically has a smaller number of images in the dataset. So, 

even though the accuracy is good, the efficiency of the model needs to be still im-

proved. Collecting a bigger dataset can largely increase the efficiency of this model. 

Quality of the images in the dataset can also have an influence on the model. The 

complication with a medical problem is the false negative and false positive counts. 

False negative, mainly in our problem, is a major aspect because this could lead to the 

death of the patient. To handle this, we can imbalance the dataset such that there are 

more positive classes in it. This might cause an increase in false positive count, but 

false positive is just an inconvenience to the patient whereas false negatives could 

result in death. 
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