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ABSTRACT

When responding to emergencies such as sudden natural disasters, communication networks face 
challenges such as network traffic surge and complex geographic environments. Aiming at the 
problems of high transmission delay and insensitivity to user’s preference in the current UAV edge 
caching strategy, this paper proposes a UAV caching content recommendation algorithm based on 
graph neural network. Firstly, the location of UAV is determined by clustering algorithm; secondly, 
the interest preferences of user nodes in the cluster are predicted by GCLRSAN model, and the 
UAV cache content is designed according to the result; finally, simulation experiments show that 
the model and algorithm proposed in this paper can effectively reduce the backhaul link overhead 
and outperform the comparison algorithms in the indexes such as accuracy rate, recall rate, cache 
hit rate, and transmission delay.
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INTRODUCTION

As the internet continues its relentless expansion, there has been an exponential surge in data traffic. To 
cater to users’ communication demands, major telecommunications operators have deployed densely 
packed small cell stations. However, this has significantly burdened the backhaul links (X. Wang et 
al., 2014). In emergency scenarios such as natural disasters or other crises, certain base stations may 
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be damaged and complex geographic terrains complicate matters further, and the intricacies and 
vulnerabilities of communication systems are amplified. To address these challenges, the caching of 
popular content on UAVs integrated into the cellular network has emerged as a compelling research 
topic. This approach not only mitigates transmission latency but also alleviates the strain on backhaul 
links during peak hours (Li et al., 2019; S. Zhang et al., 2019).

Research by Navarro-Ortiz et al. (2020) forecasts a global increase in smartphone users from 
6.3 billion to 12 billion between 2020 and 2030, accompanied by a 10 to 100-fold surge in global 
mobile communication traffic. This colossal surge in data traffic poses a substantial challenge to 
existing communication systems. In recent years, UAVs have found increasing applications in wireless 
communication. For instance, Chen et al. (2017) introduced a UAV deployment function with caching 
capabilities in a cloud access network, aiming to minimize UAV transmission distances. Liu et al. 
(2019) employed a genetic algorithm-based K-means (GA-K-means) method to partition users into 
cells and subsequently proposed a Q-learning-based deployment algorithm for UAVs. Park et al. 
(2019) optimized the placement of multiple UAVs in a base station-aided communication system, 
considering user demands to maximize service throughput. J. Yang et al. (2020) introduced a UAV 
collaboration scheme for caching in cognitive radio networks, enhancing CRN’s transmission capacity 
while reducing redundant traffic loads. Zeng et al. (2022) presented a layered caching solution for 
different UAVs, caching specified layers of video based on Scalable Video Coding (SVC).

However, none of these solutions consider the user’s preferences when requesting resources. 
Zhao et al. (2019) and T. Zhang et al. (2020) focused solely on caching popular content on UAVs. 
Traditional caching policies such as LFU, LRU, and FIFO, while effective in scenarios with consistent 
object sizes (Xu et al., 2018), struggle to adapt adequately to the wireless network environment due 
to a lack of consideration for factors like network topology and user preferences (Han et al., 2021).

On another front, the explosive growth of multimedia content has led to the pervasive problem 
of information overload. As one of the critical methods for alleviating this issue, recommendation 
systems provide users with services tailored to their interests. The evolution of recommendation 
system models can be broadly categorized into three phases: traditional shallow models, general 
neural network models, and graph neural network models. Early models relied on computing the 
similarity of user/item historical data directly in order to capture collaborative filtering (CF) effects 
(Koren et al., 2009; Su & Khoshgoftaar, 2009). However, these shallow models struggle to handle 
complex user behaviors or data inputs. With rapid advancements in deep learning research, neural 
network-based recommendation models emerged as an upgrade to shallow models. The Neural 
Collaborative Filtering (NCF) model, for instance, employs a Multi-Layer Perceptron (MLP) instead 
of the dot-product function in matrix factorization models (Kipf & Welling, 2016).

Nonetheless, both shallow and traditional deep models overlook structured information 
inherent in collected data. The rapid development of Graph Neural Networks (GNNs) provides an 
opportunity to address these issues (Z. Wang et al., 2023). Bruna et al. (2014) introduced the first 
Graph Convolutional Neural Network, albeit with limitations such as scalability issues and the risk 
of over-smoothing. Veličković et al. (2018) proposed Graph Attention Networks (GAT), employing 
attention mechanisms to weight and aggregate features from neighboring nodes. Jiang et al. (2021) 
and Song et al. (2019) integrated social information into embedded neighborhood matrices within 
the GNNs. Unlike the previous studies, their research doesn’t assume that the social influence of 
friends is fixed and static, and it utilizes attention weights specific to users and context-aware attention 
weights to model interactions (Jiang et al., 2021b; Wu et al., 2019). Models like HGLR, CP-GNN, 
and GBK-GNN construct and propagate information within the graph structure to obtain user and 
item embeddings (Du et al., 2022; W. Yang et al., 2023).

However, due to the vast and sparse nature of the user-item graph, learning the entire graph 
structure through a graph neural network incurs high computational costs. As a result, sequence 
recommendation methods like FMLP-Rec, CL4SRec, and DGSR have begun using graph neural 
networks to model user interaction sequences. This reduces resource consumption while enhancing 



International Journal of Digital Crime and Forensics
Volume 15 • Issue 1

3

recommendation performance (Xie et al., 2022; M. Zhang et al., 2022; Zhou et al., 2022). The 
successful application of deep learning in recommendation systems has opened up new possibilities 
for addressing issues in wireless networks, including content caching problems (Reiss-Mirzaei et 
al., 2023).

These studies and research endeavors prove that deep learning-based recommendation systems 
are much more effective at understanding user preferences when compared to traditional edge 
caching strategies. Within the recommendation system domain, graph neural networks and attention 
mechanisms hold great promise. By modeling user interaction sequences, they can effectively reduce 
computational complexity while simultaneously enhancing recommendation performance. However, 
in UAV caching within emergent scenarios, challenges such as data imbalance, high temporal 
requirements, and limited UAV cache space and computational resources persist (Cheng et al., 2018; 
M. Zhang, El-Hajjar, et al., 2022). These challenges render existing recommendation algorithms ill-
suited to the cache requirements of emergent UAV scenarios.

This paper envisions solutions to these problems. Its main components are:

1. 	 It proposes an innovative session recommendation model based on graph neural networks and 
low-rank decomposition self-attention networks. This model learns complex relationships and 
features between nodes, effectively reduces computational complexity, and better captures the 
topology of the graph through the low-rank decomposition attention network.

2. 	 It designs a UAV caching content recommendation algorithm optimized for emergency scenarios. 
This algorithm can intelligently select and cache the data that best meets the user’s personalized 
needs in order to improve the user experience and reduce the load of the backhaul link.

3. 	 The edge caching algorithm and recommendation model proposed in this paper are applied to 
a simulation environment. Their effectiveness is demonstrated using several metrics such as 
recall, accuracy, and average transmission delay, which proves that they are innovative solutions 
to address the challenges in emergency communication scenarios.

SYSTEM MODEL AND PROBLEM STATEMENT

System Model
The UAV edge caching architecture for emergency scenarios is shown in Figure 1.

The edge computing architecture consists of base stations in the wireless access network and 
UAV cache units placed within the base stations. In this architecture, we consider a user set u  
consisting of u  mobile users and a UAV set K  consisting of k  UAVs with caching capabilities. 
The number of video resources stored in the content server is denoted by n , and the video resource 
set is denoted by h .

Due to the limited storage space of UAVs, we prioritize caching high-popularity and high-request 
probability video resources on edge devices. This helps to reduce user delay, decrease the overall 
system response time, and improve user experience. Specifically, when a mobile user requests data 
resources from the server, the following steps are executed:

1. 	 We check whether the requested resource is cached in the UAV cache.
2. 	 If it is, the UAV directly delivers the content to the requesting user, indicating a “cache hit.”
3. 	 Otherwise, the base station sends a request to the content server, and then delivers the results to 

the user, which is called a “cache miss.” This results in longer information transmission delays.

Problem Statement
When networks are congested, users experience diminished average bandwidth, prolonged transmission 
latency, and heightened backhaul link loads. To address these challenges, content is cached within 
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unmanned aerial vehicles (UAVs) and deployed to areas of network congestion. This caching strategy 
serves the dual purpose of enhancing user experience while concurrently reducing the capacity 
demands on backhaul links. This paper professes that UAVs possess the capability to dynamically 
adjust cached resources based on user preferences within specific regions, thereby catering to users’ 
content requests.

The optimization problem addressed in this study centers around the maximization of UAV cache 
hit rates. Given the finite capacity of UAV cache units, this optimization problem is subject to certain 
constraints. The variables at play encompass the positions of UAVs and the content they cache. It is 
imperative to emphasize that the user file request model plays a pivotal role in determining UAV 
cache hit rates. The probability matrix P  of all user requests for a file is shown in Equation 1:
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where p
un

 denotes the element in the u th-  row and n th-  column, indicating the probability 
that user u  requests file n . According to Equation 1, the global prevalence is:

Figure 1. UAV edge caching system model
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The cache hit rate is defined as follows: A cache hit is considered to be received when user u  
is able to receive the requested content in a nearby UAV k  at a certain moment t . The overall cache 
hit rate is shown in Equation 3:
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To maximize the cache hit rate of UAVs, the optimization problem can be formulated as shown 

in Equation 4:
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where c  denotes the maximum number of cached files for the drone.
The problem studied in this paper is a multi-objective nonlinear planning problem, which is 

computationally too expensive for traditional solutions. Therefore, this paper proposes a graph neural 
network-based content recommendation algorithm for UAV edge caching. This first determines 
the deployment location of the UAV by analyzing the user’s request location. Then, it predicts the 
content of the user’s next request by using the GCLRSAN model and caches the content based on 
the prediction result and the location of the UAV. This method optimizes the caching strategy and 
improves overall system performance.

UAV EDGE CACHING CONTENT RECOMMENDATION ALGORITHM

Based on a Graph Neural Network
The overall algorithmic workflow of this study is presented in Figure 2. Initially, we apply clustering 
algorithms to group users into clusters, which enables a better understanding of their requirements. 
Next, we determine the deployment locations of drones based on the nearest drone-user connection 
strategy, and we establish a communication channel between users and drones to facilitate data 
transmission. Following this, we employ the GCLRSAN model, a graph neural network combined with 
a low-rank decomposition self-attention network, to analyze the preferences of local user clusters and 
provide personalized data recommendations for different users. During the recommendation process, 
we weight the results by considering the timestamp information of the data to ensure timeliness and 
accuracy. Finally, we recommend that the content of files be cached on drones, improving cache hit 
rates and mitigating network congestion caused by damage to ground infrastructure.
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User Location Information Processing
The text employs DBSCAN and k-means clustering algorithms to process user location information. 
DBSCAN is a density-based clustering algorithm that can handle clusters of any shape without 
requiring the number of clusters to be specified in advance. However, it is sensitive to the estimation 
of data density and the choice of parameters. On the other hand, k-means is a distance-based 
clustering algorithm that is simple and easy to implement, but it requires the number of clusters to 
be predetermined and it is sensitive to the choice of initial centroids. To overcome these limitations, 
this paper adopts a hybrid clustering algorithm that combines DBSCAN and k-means. Specifically, 
the algorithm first employs DBSCAN to divide sample points into several clusters and then applies 
k-means to clusters with a number of nodes exceeding the maximum connection capacity of drones. 
For sample points not assigned to any clusters, k-means is used to assign them to the nearest cluster. 
By integrating DBSCAN and k-means algorithms, more accurate and stable clustering results can 
be obtained.

The clustering process is shown in Algorithm 1:
Algorithm 1 
Hybrid Clustering Algorithm 
Input:D : User Location Information
     e : Radius parameters
     MinPts : Domain Density Threshold

Figure 2. Algorithm flowchart
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     k : Number of clusters
     N : Maximum number of drones connected
                    L : Effective communication distance of UAV
Output: Clustering results
1.           DBSCAN D MinPts, ,e( )
2.          Cluster set = group the clustering results by cluster() 
3.           if  Number of nodes in the cluster > N
4.          for  each cluster in  the cluster set do
5.          Clustering result =k means cluster k− ( ),
6.          Update the cluster set (clustering results) 
7.          Clusterless sample points = find the sample points that 
are not classified into any   cluster() 
8.          for  each unclustered sample point in  unclustered sample 
points do
9.          Nearest Cluster = find the cluster closest to the 
cluster-free sample point() 
10.          if  the distance of the sample point from the nearest 
cluster centroid is less than the UAV communication distanceL
11.          Assign cluster-free sample points to the nearest 
cluster() 
12.          else Consider this node as a noise point
13.          Output Cluster set

The proposed hybrid clustering algorithm offers several advantages, including: its ability to 
handle clusters of arbitrary shapes; more accurate handling of noise points; its suitability for high-
dimensional data; and its consideration of the communication radius of drones and the maximum 
number of connections between users and drones. This algorithm is well suited for scenarios that 
require efficient and accurate clustering of data, such as item clustering in user preference analysis 
and recommendation systems.

GCLRSAN
We propose the GCLRSAN model, a recommendation model based on graph neural networks and 
low-rank decomposed self-attention mechanisms. The aim of this model is to predict the content of 
the user’s next file, and to use the prediction results for recommending the cache content carried by 
the UAVs in order to optimize content delivery efficiency in edge computing. The model’s structure 
is shown in Figure 3.

Dynamic Graph Structure

Each session sequence S s s s
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nodes is expressed in the form of Equation 5:
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Figure 3. GCLRSAN model structure
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where W W W R P P P R
z r h

d d
z r h

d d, , , , ,∈ ∈× ×2  are learnable parameters, s ( )  denotes the sigmoid 
function, and   denotes element-by-element multiplication. z r

t t
,  denote the update gate and reset 

gate, respectively, used to determine the retention and discarding of information.

Attention Layers
The self-attention mechanism is a technique that can capture the relationship between different input 
sequences. Due to the limited computing power of UAVs, this paper adopts a low-rank decomposition 
self-attention mechanism to generate context representations. This mechanism projects the items into 
k latent interests and integrates them with the context through interactions with these interests. This 
approach reduces the complexity from O n2( )  to O nk( ) , making the model more efficient.

Assuming that the user’s historical items can be classified into no more than k k n( )  potential 
interests, a learnable projection function f R Rn d k d: × ×→  can be designed to summarize the historical 
items into latent interests. Next, the embedding sequence is transformed into matrices Q K V, ,  using 
linear projection matrices W W W R

Q K V
d d, , ∈ × . They are input into the low-rank decomposed self-

attention network. Through the item-to-interest aggregation function f , the original K V n d, ×( )  in 
the normal multihead attention mechanism are mapped to  K V k d, ×( ) , and then they are input into 
the self-attention layer, which can better capture global session preferences. The specific process is 
shown in Equation 7:
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For the location embedding P , this paper uses decoupled location encoding to model the 
sequential relationship of items in the sequence; see Equation 8:

 
E F A HW
pos V

= + ⋅ 	 (8)
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where F  comes from Equation 7 and U U R
Q K
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is the learnable matrix. According to the above equation,  F A
pos

,  is computed independently. A
pos

, 
as an independent input, is computed only once and shared among all users in a joint batch, which 
greatly reduces the burden on the UAV computational unit. The above self-attentive mechanism is 
simplified and defined as:

E SAN H= ( ) 	 (9)

where H  is the item embedding matrix. Different self-attentive layers can capture different types 
of features. The first layer is defined as  E E

1( ) = , and then the k th-  layer self-attention is defined 

as  E SAN E
k k( ) −( )= ( )1 . E k( )  is the ultimate output of the multilayer self-attentive network.

Prediction Layer
After undergoing multiple layers of self-attention processing, a long-term self-attention representation 
E
k( )  is obtained. In emergency situations, the UAV needs to quickly access the latest data; thus, the 

UAV caching system needs to be very timely. To better predict the user’s next click target, this paper 
combines the user’s long-term demand for disaster relief items with their current needs and uses this 
combined embedding as the embedding representation for the session. The last dimension of E k( )  is 
taken as the global embedding representation, while the set of the user’s last session clicks on disaster 
relief items, h

n
, is taken as the local embedding vector. The final session embedding is thus:

  S E h
f n

k

n
= + −( )( )w w1 	 (10)

Finally, the model is trained by minimizing the objective function:

ϑ α θ= − ( )+ −( ) −( )+
=
∑
i

n

i i i i
y y y y
1

2
1 1log logˆ ˆ 	 (11)

where y  denotes the one-hot encoding of the true value of the item, ŷ
i
 denotes the probability 

that a given item v V
i
  is clicked, and q  is the set of all learnable parameters.

EXPERIMENTS AND ANALYSIS

Experimental Dataset
The dataset used in this study consists of:

•	 100,000 data ratings from 1,000 users, focusing on 1,600 disaster relief items. The ratings range 
from 1 to 5, where a rating of 3 indicates that the user has no particular preference or dislike for 
the item, while ratings of 1 and 5 indicate strong likes or dislikes;

•	 longitude and latitude information;
•	 and rating timestamps.
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The detailed structure of the dataset is shown in Table 1.

Evaluation Metrics
In this study, we employed multiple experimental evaluation metrics to assess the performance of 
our proposed user preference-based edge caching recommendation system. These metrics aimed to 
evaluate the recommendation system from different perspectives to comprehensively understand its 
performance. The main evaluation metrics used include: precision N@ , recall N@ , NDCG N@ , 
Mrr N@ , hit rate, and average transmission delay. The description of these metrics is shown in 
Table 2.

The variables used in the evaluation metric are defined as follows:

•	 TP represents the number of recommended items that users are truly interested in,
•	 FP represents the number of recommended items that users are not interested in,

Table 1. Dataset structure

User ID Item ID Rating Timestamp Latitude Longitude

290 1016 4 879373848 39.730 469° -104.999 073°

296 357 5 887646170 39.726 924° -105.000 121°

69 237 2 889241426 39.751 300° -105.000 017°

Table 2. System evaluation indicators

Metrics Description Formula

Precision The proportion of correct recommendations out of the total 
recommendations can indicate the recommendation’s effectiveness

TP

TP FP+( )

Recall The proportion of correct recommendations to the user’s relevant items can 
be used to evaluate the recommendation’s effectiveness

TP

TP FN+( )

NDCG Measuring the ranking quality of the recommendation list
DCG

IDCG N@

MRR
For each user, their items of interest are sorted from smallest to largest by 
the position in which they appear in the recommendation results, and the 
average is obtained by taking the reciprocal

MRR

U rank
uu U

=

∈
∑1 1

Cache hit rate The number of items of interest to users among the first N recommended 
items

1 0

0

,

,

  

         

if TP

else

>




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The ratio of the file to be transferred to the maximum transfer rate of the 
channel
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•	 FN represents the number of items that users are interested in but were not recommended,
•	 DCG  denotes the discounted cumulative gain, and
•	 IDCG denotes the ideal discounted cumulative gain, which is calculated as follows:

DCG k
i

rel

i

k i

@
log

=
−

+( )=
∑ 2 1

1
21

, IDCG k
i

rel

i

min k R
i

@
log

,

=
−

+( )=

( )

∑ 2 1

1
21

	 (12)

Here,k  denotes the length of the recommended list, rel
i
 denotes the relevance of the i th-  item 

in the recommended list, R  denotes the total number of items of interest to users in the test set, U  
is the number of users, rank

u
 is the reciprocal of the ranking position of user u  in the recommended 

list of the first item that is of interest to the user, L  is the size of the file to be transmitted, B  is the 
bandwidth, S  is the signal power, and N  is the noise power.

Baselines and Experimental Setup
In this study, we employed several fundamental algorithms:

a) 	 SRGNN (S. Wu et al., 2019) utilized user historical behavior sequences as input and modeled 
them with graph neural networks to learn user interest preferences and generate recommendation 
results.

b) 	 GCSAN (C. Xu et al., 2019) integrated self-attention mechanisms into graph convolutional 
neural networks, which can help the model focus more on important features and reduce noise 
interference, thus improving the recommendation performance of the model.

c) 	 LightSANs (Fan et al., 2021) mapped user interests to a small number of constant latent interests 
and used the interaction between items and interests to generate context-aware representations.

d) 	 TAGNN (Yu et al., 2020) introduced a novel target-aware GNN model specifically designed for 
session-based recommendation.

In this study, we employed Python 3.7, PyTorch 1.13.1, and CUDA 11.6 for experimentation. 
All algorithms were implemented using Python and third-party libraries such as Numpy and Scipy. 
We utilized precision, recall, and average transmission delay to assess the performance of the algorithm. 
The hyperparameters of GCLRSAN were set as shown in Table 3. The model’s default learning 
epochs were set to 300, and the training was terminated if the model’s performance on the validation 
set continuously decreased for five epochs. The embedding dimensions, learning rates, and batch 
sizes of the benchmark methods were kept the same as the model presented in this study, while other 
hyperparameters were set to their default values in the original papers or codes. For the top-N 
recommendation task, we set N to {5, 10, 15, 20, 25}. The objective of the experiment was to 
recommend the top N i tems for  each user  in the test ing set ,  and we ut i l ized 
precision N@ ,recall N@ ,NDCG N@ ,Mrr N@ , and average transmission delay to evaluate the 
performance of each model.

Model Analysis and Discussion
Recommended Performance
We investigate how the recommended number of recommendations affects the evaluation results for 
the project recommendation task. For a more comprehensive comparison of the performance 
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differences between GCLRSAN and the benchmark algorithm, the number of recommendations N  
is set from 5 to 25 with an interval of 5 in order to carefully analyze and compare their metric variations.

Recommendation Algorithm Performance Analysis

The experimental results of the algorithm and the benchmark algorithm are shown in Figures 4-7.
As shown in Figures 4-7, when recommending five items, the GCLRSAN model outperforms 

SRGNN, GCSAN, LightSANs, and TAGNN in terms of recall rate, with improvements of 40.66%, 
31.06%, 16.98%, and 26.73%, respectively. Similarly, the MRR and NDCG metrics also display 
enhancements of 34.55%, 16.72%, 8.50%, and 32.14%, and 36.78%, 22.05%, 11.74%, and 29.35%, 
respectively, when compared to the other algorithms. It is noteworthy that both the GCLRSAN and 
the baseline algorithms exhibit a direct correlation between recall N@ ,Mrr N@ ,NDCG N@ , 
and the recommended item quantity. As the number of top-N items increases, more items are 

Table 3. Hyperparameter settings of the model

Hyperparameter Name Parameter Value Hyperparameter Name Parameter Value

Embedding Dimension 64 Train Batch Size 2048

Weights 0.8 Number of Attention Layers 2

Learning Rate 0.01 Dropout 0.2

Figure 4. Recall metric
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recommended to users, and as a result, the number of actually recommended items is also augmented. 
Therefore, if some items that truly interest users are not being recommended, increasing the top-N 
quantity would offer a higher chance of them being recommended to users, leading to improvements 
in these metrics.

The GCLRSAN model also outperforms SRGNN, GCSAN, LightSANs, and TAGNN in precision, 
exhibiting improvements of 40.00%, 30.89%, 16.67%, and 26.77%, respectively. However, all the 
algorithms show an inverse relationship between precision N@ and the recommended item quantity. 
As the number of recommended items increases, the recommendation system may face the “long-tail 
problem,” where the recommendations gradually become more focused on items that are obscure 
and less popular. These items may increase diversity, but their recommendation accuracy is often 
lower than that of popular items. When the number of recommended items is set to five, the GCLRSAN 
model performs the best, followed by LightSANs, TAGNN, GCSAN, and SRGNN. While SRGNN 
employs attention mechanisms, it has difficulty handling sequence data, leading to suboptimal 
performance. On the other hand, TAGNN and GCSAN use self-attention mechanisms and attention 
network models specifically designed for target items, enabling them to handle sequence data more 
effectively, and therefore exhibiting higher recall rates than SRGNN. However, their use of implicit 
positional encoding results in inaccurate modeling of the order relationship between items, leading 
to inferior performance compared to LightSANs. While LightSANs perform well, they lack handling 
of data sparsity, resulting in slightly inferior performance compared to GCLRSAN. As shown in the 
figure, the GCLRSAN model performs the best when the number of top-N items is relatively small, 
and its performance gradually approaches the mainstream level as the number of recommended items 
increases.

Figure 5. Precision metric



International Journal of Digital Crime and Forensics
Volume 15 • Issue 1

15

The experimental results lead to the conclusion that the GCLRSAN performs well in all aspects, 
indicating that the model is able to better capture user preferences and provide more comprehensive 
recommendation candidates. Notably, a significant improvement in performance was observed in the 
GCLRSAN model compared to the benchmark algorithm when recommending 5 and 10 items. As 
the cache space of the drone is limited, it is important to consider the cache space constraint during 
recommendation, and it is not advisable to recommend too many items for each user, as this may 
cause cache overflow. With relevance to this, when the number of recommended items is low, the 
performance improvement of the GCLRSAN model is particularly evident, which is in line with the 
research purpose of this paper. In summary, the GCLRSAN model has potential application prospects 
in recommendation systems and can provide better recommendation services for application scenarios 
such as drones.

COMPARISON OF THE MODEL ITERATION PROCESS

To assess theperformance of different models on low-computational platforms, this experiment was 
conducted using a single Intel Xenon Gold 5218R CPU@2.10 As shown in Figure 8, the training time 
for each epoch indicates that SRGNN has the shortest training time, while its attention mechanism 
is primarily used to model the relationships between nodes, resulting in significant improvements in 
capturing both the local structures and global features of graph data. In contrast, the self-attention 
mechanism used in this study can learn the correlations and importance between each sequence 
element, allowing for better capturing of long-term dependencies. The experimental results in Figures 
4-7 show that our model outperforms SRGNN in terms of recall, accuracy, and other metrics.

Figure 6. MRR metric
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Figure 9 demonstrates that GCLRSAN achieves the fastest convergence rate among all models, 
with the training time order being SRGNN, GCLRSAN, LightSANs, GCSAN, and TAGNN. Despite 
SRGNN’s faster speed, self-attention mechanisms remain an effective method for sequence data 
processing. By analyzing the model complexity, it can be seen that the graph neural network overhead 
of GCLRSAN is approximately O n d nd2 2+( ) , while the attention mechanism layer overhead is 

approximately O V k cn+( ) , where n  is the session length, d  denotes the vector embedding 

dimension, V  denotes the total number of items,k  is the potential user interest, and c  is the model 
training period.

For GCSAN, which also uses a graph neural network, the time complexity of its attention 

mechanism section is approximately O V
2





 . GCLRSAN divides a user’s history projects into no 

more than k categories of potential interests, using a mapping function to linearly aggregate the latent 
vectors from n  to k  dimensions, which results in a more compact interest distribution. This directly 

reduces the calculation overhead from O V
2





  to O V k( ) , where k  is much smaller than V . 

Further, this greatly reduces the model complexity and effectively improves model performance, 
making it more suitable for use on low-computational platforms such as UAVs.

Figure 7. NDCG metric
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Simulation Experiments in Application Scenarios

Cache Hit Rate
The generic parameter settings used for the cache hit rate simulation are shown in Table 4.

This article proposes an algorithm that combines cluster analysis with local popularity to optimize 
content caching for UAVs. The UAV’s position is determined using a hybrid clustering algorithm, 
and the content cache is obtained using the GCLRSAN model.

In Algorithm A, the UAV’s position is obtained using the hybrid clustering algorithm, and the 
content cache is based on the global popularity of the user group, which is the average preference of 
all users in the simulation area.

Algorithm B also uses the hybrid clustering algorithm to determine the UAV’s position, but the 
caching strategy is based on random caching of files in the UAV’s cache unit.

In Algorithm C, the UAV’s position is uniformly distributed, and the caching strategy is based 
on the overall preference of users.

The cache hit rate, as influenced by changes in the storage capacity of the drones, is presented 
in Figure 10. The criteria for cache hits in this study require the user to be within the coverage area 
of the drone and for the requested content to be cached within the drone. The results indicate that 
as the number of cached files in the drone increases, both the proposed algorithm and the baseline 
algorithm exhibit a gradual increase in cache hit rates. The proposed algorithm leverages a hybrid 
clustering model to group users and it utilizes the GCLRSAN model to analyze the preferences of 

Figure 8. Epoch training time
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clustered user groups, which is more aligned with user behavior. This accounts for the higher cache 
hit rate of the proposed algorithm compared to the baseline algorithm.

When the number of cached files in the drone reaches 100, i.e., all requested files are backed up 
in the drone, both the proposed algorithm and Algorithms A and B adopt the same hybrid clustering 
method and exhibit the same cache hit rate. In contrast, Algorithm C, which distributes drone locations 
uniformly, performs suboptimally with 100 cached files. Through comparative experiments, the 
superiority of employing the hybrid clustering algorithm and the nearest drone-user link strategy 
for allocating drone locations is highlighted. Furthermore, the proposed algorithm achieves higher 
accuracy in predicting the preferences of local user groups using the GCLRSAN model, which leads 
to a significant improvement in the cache hit rate compared to algorithms that randomly cache files 
without predicting user preferences.

Figure 9. Number of training iterations and average training time

Table 4. Same simulation parameter settings

Parameter Name Parameter Value Parameter Name Parameter Value

Users (pcs) 30 Number of documents (pcs) 100

Number of UAVs (frames) 6 Geographical area (m) 500*500

Height of base station (m) 50 Drone flight altitude (m) 20

Clustering distance threshold (m) 200 Cluster minimum number of users (pcs) 3
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AVERAGE TRANSMISSION DELAY

In this study, the relationship between the number of cached files and the average transmission 
delay was investigated, and the results are presented in Figure 11. Two modes of user file 
requests were considered: Mode 1 involves a macro base station (MBS) connection, where user 
requests are transmitted through MBS to the user terminal with the content servers providing the 
transmission service. Mode 2 involves a small base station (SBS) connection, where user requests 
are directly transmitted from the SBS to the user terminal if the requested files are cached in 
the SBS within the user’s coverage area. If there is no SBS available within the user’s coverage 
area or if the requested files are not cached in the storage of the SBS, then file transmission is 
carried out via MBS connection. The simulation parameters for the average transmission delay 
are provided in Table 5.

Based on the data presented in Figure 11, it can be observed that the average transmission delay 
of users gradually decreases as the number of cached files in the drones increases. This trend is 

Figure 10. Cache size and hit rate

Table 5. Average transmission delay experimental simulation parameters

Parameter Name Parameter Value Parameter Name Parameter Value

MBS connection bandwidth (MHZ) 10 SBS connection bandwidth (MHZ) 100

Base station transmitting power (dBM) 30 UAV transmitting power (dBM) 20

Gaussian white noise power spectral 
density (dBM/HZ) -174 Individual file size (MB) 100
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particularly pronounced for the algorithm proposed in this study. Our proposed algorithm first uses 
DBSCAN clustering to consider the communication radius of the drones, and it can handle clusters 
of any shape. However, since a cluster separated by DBSCAN may contain too many users, k-means 
clustering is used again with the maximum number of connected users as the threshold for further 
partitioning these clusters. Subsequently, we designed the GCLRSAN model to recommend drone 
cache resources.

Experimental results demonstrate that our proposed algorithm performs well in emergency 
scenarios for edge caching using drones. This research can help to ensure reliable communication 
services during emergency situations. In the event of natural disasters or other urgent crises, the 
UAV cache content recommendation system presented in this paper can substantially enhance 
communication capabilities. It can aid rescue teams in carrying out their operations more effectively, 
thereby reducing disaster-related losses and casualties. Furthermore, this study has the potential to 
positively impact the economic feasibility of communication infrastructure. By alleviating the burden 
on traditional base stations, this system holds the promise of lowering operational and maintenance 
costs for service providers. This, in turn, allows operators to allocate resources more efficiently, 
resulting in cost savings.

CONCLUSION AND FUTURE WORK

This paper proposes and validates the GCLRSAN model, which performs well in UAV caching 
content recommendation. Through experiments and analysis, the GCLRSAN model is shown to 
have great potential in recommender systems since it can effectively meet users’ personalized needs 
and provide more accurate content recommendations. Especially when the number of recommended 

Figure 11. Cache size and hit rate
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items is small, the GCLRSAN model shows significant performance improvement over traditional 
benchmark algorithms, and this is especially important in emergency scenarios when UAV cache 
space is limited.

The caching algorithm in this paper provides a solution to the problems of low UAV load and 
sparse data in emergency scenarios, it improves the cache hit rate in the edge caching system, and 
it also reduces the average transmission latency of user requested resources. This research also has 
the potential to improve the performance of UAV applications, especially in disaster response and 
emergency situations. By managing and delivering information more efficiently, the potency of UAVs 
in search and rescue, surveillance, and communication can be increased.

Although the research in this paper addresses some of the shortcomings of existing UAV edge 
caching, there are other problems to be tackled in this field, which opens up avenues for further 
research. In future work, we will further optimize the caching strategy by considering more factors such 
as timeliness and users’ mobile characteristics in order to improve the system performance. We also 
plan to apply the GCLRSAN model to real UAV communication systems and study its feasibility and 
benefits in commercial scenarios. In addition to this, deploying the research results of this paper into 
a UAV communication network involves a number of practical operations in real-world applications. 
This includes choosing where to deploy the UAVs, how to manage and update the cached content, 
and how best to coordinate with the UAV operations team in order to ensure optimal performance. 
We plan to explore these practical operations in future research to ensure that our algorithms and 
models achieve optimal results in real-world deployments.
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