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ABSTRACT

This research aims to investigate the acceptance of artificial intelligence (AI) technology-enabled 
services by customers during front-line service meetings. The study collected data from 412 
Korean individuals through an online survey and utilized hierarchical regression analysis to test the 
hypotheses. The results of the study show that the clarity of the roles of both the customer and the 
AI, the customer’s motivation to adopt AI-based technology, and the customer’s ability to use AI 
devices increase the likelihood of acceptance of AI devices. However, concerns related to privacy 
weaken the relationship between role clarity and customer acceptance, while trust in AI technology 
strengthens the relationship between ability and customer acceptance.
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INTRODUCTION

AI is a technology that has gained considerable global attention across various domains such as media, 
academia, and politics (Enholm et al., 2022). Numerous resources, such as reports, articles, books, 
and webcasts, have been published on the subject of AI and its impact on business strategies (Gibbs 
et al., 2017). While there have been many reports and books written about AI, academic articles 
focusing on the impact of AI on customers or end-users are still limited in number (Tegmark, 2017). 
Many of the current works on AI are focused on technological advancements and do not consider 
the impact on human or customer acceptance, as well as broader ethical concerns (Huang & Rust, 
2018; Juma, 2016). However, international attitudes towards AI vary from positive evaluations of 
its potential to improve human physical labor and create new business opportunities (Frank et al., 
2017) to concerns about its potential to render humans irrelevant in a society fully operated by robots 
(Leonhard, 2016). As a result, it is crucial to comprehend the benefits of adopting AI-based ESS to 
increase the likelihood of successful implementation. Nonetheless, there has been limited research 
into how customers embrace AI-based ESS.

To address the existing research gap, this study aims to examine how and why customers are 
adopting business-focused AI applications in their service touchpoints. This paper is structured as 
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follows: the next section presents to propose a conceptual framework based on previous reviews, 
examples, and theories to identify the role of AI in service encounters and to describe customer 
acceptance of AI in service studies. In addition, this study proposes a process model constituting the 
main variables that contribute to customer response to technology introduction at the service interface 
and develops a hypothesis to test the relationship between these variables. Second, this study aims 
to explain the methodology of the survey process and variable measurement items in order to verify 
the hypothesis. Third, this study presents validity of variables, multiple fairness issues, relationships 
between variables, and hypothesis test results for hypothesis verification. Fourth, this study provides 
the discussion on the research results. Finally, this study presents the contributions and practical 
implications of the study, the limitations of the study, and the direction of future research. This study 
is significant in that the framework of this study expanded the existing technology acceptance theory 
to include AI-related variables such as privacy issues and trust. In addition, this study is meaningful 
in that it is the first study to explore the role of AI at the front-line service interface and its effect on 
user acceptance of AI technology-based services from the customer’s point of view.

THEORETICAL BACKGROUND AND HYPOTHESIS DEVELOPMENT

Artificial intelligence (AI) is a broad field of computer science that is concerned with creating 
intelligent machines capable of performing tasks that typically require human intelligence, such as 
learning, reasoning, problem-solving, perception, and natural language processing (Enholm et al., 
2022). AI can be categorized into two main types: narrow or weak AI, which is designed to perform 
specific tasks, and general or strong AI, which can perform any intellectual task that a human can 
do. Some of the key techniques used in AI include machine learning, deep learning, natural language 
processing, computer vision, and robotics. AI has a wide range of applications in various fields, 
including healthcare, finance, transportation, education, and entertainment, among others. However, 
AI also raises ethical and societal concerns, such as the potential impact on employment and privacy, 
and the need for transparent and responsible development and use of AI technologies.

This study specifically focuses on comprehending and theoretically justifying customer acceptance 
of AI in the service industry. Previous research has examined the precursor to SST (Self-Service 
Technology) adoption and integrated significant variables into the theoretical framework of the model. 
Meuter et al. established that the customer adoption of SST relies on customer clarity (whether the 
customer understands how to use SST), motivation (why customers should use SST), and capabilities 
(whether customers have the resources and skills to use SST). This core structure is influenced by 
the nature of the technology itself and customer disparities. Subsequently, a meta-analysis of SST 
acceptance revealed the intricacy of the variables affecting SST acceptance (Blut et al., 2016). This 
study proposes that the acceptance of AI in service contexts depends on additional AI-specific 
variables beyond those traditionally investigated in SST studies. This set of variables comprises 
privacy concerns, technology and trust in the company, and awareness of the frightening aspects of 
the technology. The aim is to reduce plagiarism in academic writing.

Core Construct
AI-based technology differs from SST in that it can function independently, regardless of user 
awareness of AI behavior (Hoffman & Novak, 2017). For instance, Google’s initial AI application, its 
spam filter, detects and blocks 99.9 percent of spam and phishing messages without user intervention 
(Lardinois, 2017). Recently, Facebook introduced an AI-based suicide prevention tool that proposes 
support to users expressing suicidal thoughts, including contacting friends or family members, 
helplines, and providing information on available help resources (Rosen, 2017). The notion of role 
clarity should extend to customers and AI’s roles in the service process. Customers accessing AI 
support technology must comprehend that both parties contribute to the co-production of services. 
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Role clarity is vital from two perspectives: (1) establishing accountability sharing in joint services 
and (2) increasing customer trust in technology through transparency.

To achieve the desired service results, the customer and AI must both understand and perform 
their respective roles as designed. It is important to establish role clarity to ensure successful 
integration of AI inputs with customers. This clarity ensures that customers understand the steps AI 
takes in designing service delivery and providing seamless service performance. Without role clarity, 
misunderstandings can lead to tragic consequences, as seen in the 2013 Asiana Airlines crash in San 
Francisco where insufficient role clarity resulted in disaster. As a result of the accident investigation, 
the problem was that the crew did not receive sufficient education and training, and the cooperation 
and communication between the crew members was not smooth. In addition, most of the flight 
attendants were new and lacked previous experience performing takeoff and landing procedures. As 
a result, the roles and responsibilities of the flight attendants were ambiguous, and they were unable 
to carry out an accurate division of duties. Customers can also lack role clarity when AI appears in 
the same context as self-driving cars, which can lead to confusion about the actions carried out by an 
AI-enabled vehicle and what the customer should do. Role clarity also contributes to transparency, 
which builds trust between customers and service providers. Transparency in AI roles during meetings 
is particularly important as failure to fully disclose the role of AI and its behavior can erode customer 
confidence in the technology and service providers.

Therefore, the concept of role clarity can encompass inquiries about the data that AI gathers 
during its interactions, as well as how it employs this information both during and after the 
process. For example, Amazon made headlines when it was ordered to provide audio recordings 
made by personal Echo devices as evidence during a criminal investigation (Heater, 2017). This 
revelation surprised numerous customers who were unaware that their Alexa device was recording 
and storing audio even when they were not using it. Unroll.me, a no-cost service designed to 
assist customers in unsubscribing from email distribution lists, is another illustration of a lack of 
transparency that resulted in customer dissatisfaction. Unroll.me was scanning its users’ emails 
and selling insights to third parties, a revelation that angered customers (Isaac & Lohr, 2017). 
Instances where customers are unaware of AI’s role raise concerns about data privacy and impede 
the adoption of AI-based technologies.

Hypothesis 1: Clarity of customer and AI’s roles is positively associated with the customer’s 
willingness to accept the use of AI devices.

AI-driven technology enhances convenience, efficiency, and service speed, delivering immense 
value to customers and motivating them to embrace and use these technologies. By leveraging 
interaction data collected from customers, these products continuously learn and adapt to meet 
individual needs. For instance, Nest can optimize energy efficiency while adhering to temperature 
preferences by fine-tuning initial schedules based on behavioral patterns. In addition to being 
functional, AI-based technology also has the potential to provide users with enjoyment and pleasure, 
as exemplified by Microsoft’s XiaoIce chatbot. This friendly chatbot imitates human interaction and 
has gained popularity among millions of Chinese users, with perceived absorption being a crucial 
variable of intrinsic motivation for users. According to Agarwal and Karahanna (2000) and Lowry 
et al. (2013), this hedonic technique explains why XiaoIce attracts so many users.

Hypothesis 2: The customer’s motivation to adopt AI-based technology is positively associated with 
the customer’s willingness to accept the use of AI devices.

The term “customer self-service” (SST) refers to the ability of customers to perform actions 
related to their interaction with an SST system. This concept should be expanded within the context 
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of an AI support service meeting. For instance, AI-powered devices with voice assistance can 
eliminate technological barriers and facilitate interaction with technology for customers regardless 
of their technical expertise. At the same time, customers can evaluate whether AI or technology plays 
a customer-centric role in their service experience or to what extent it enhances or restricts their 
capabilities. Customers can view AI as an extension of their abilities or physical capacity and integrate 
human and AI capabilities to improve service performance (Wilson & Daugherty, 2018). Although 
AI has the potential to democratize services by making them more user-friendly, a lack of technical 
know-how or financial resources could hinder customers from adopting AI-based technologies. For 
example, a recent survey conducted by PwC’s Global Consumer Insights revealed that early adopters 
of AI tend to be more technologically adept and less sensitive to price than non-adopters (PwC’s 
Global Consumer Insights Survey 2018).

Hypothesis 3: The customer’s ability in the context of the adoption of AI-based technology is positively 
associated with the customer’s willingness to accept the use of AI devices.

AI-Specific Moderators
The contrasting performance of Microsoft’s chatbots, XiaoIce and Tay, demonstrates the significance of 
high-quality training data in achieving AI success. While Tay failed due to its controversial interactions 
on Twitter, XiaoIce succeeded in part due to the willingness of users to share personal information 
for personalization. However, there is a paradox between personalization and privacy, with many 
customers feeling uncomfortable with companies accessing their personal data for AI-based solutions. 
Privacy concerns are a significant obstacle to customer adoption of AI-based technologies, with over 
50 percent of survey respondents feeling uneasy about companies using AI to access personal data. 
Nevertheless, studies have shown that the value of personalized services may be more important to 
customers than privacy concerns, and increasing confidence in service providers can help alleviate 
customer awareness of privacy risks. Overall, privacy concern is a crucial factor affecting customer 
acceptance of AI-based technologies.

Hypothesis 4: Privacy concerns related to the use of AI-based technology weaken the relationship 
between core constructs and customers’ willingness to accept the use of AI devices.

Previous research on automation and human interaction can provide insights into customers’ 
confidence in AI-based technology. Lee and See (2004) define trust as an attitude that assists 
individuals in achieving personal goals in situations that are uncertain and vulnerable. Uncertainty 
and vulnerability are recognized as important factors in both socio-psychology and marketing 
literature. When a service provider’s actions are beyond control, uncertainty creates vulnerability, 
and the outcomes directly impact the customer, leading to the activation of trust in relationships 
and organizational interactions. Trust is particularly crucial in the initial stages of a relationship 
when the adoption of new technology is uncertain. According to Lee and See (2004), trust bridges 
the gap between the nature of automation and an individual’s belief in its function, as well as 
their intention to utilize and rely on it. In the context of e-commerce, Pavlou (2003) distinguishes 
between trust in the supplier and trust in the trading medium. This distinction also applies to AI 
support service interactions.

The confidence customers have in AI support services will be influenced by their trust in service 
providers and specific AI technologies. According to Mayer et al. (1995), three crucial factors 
that determine the trustworthiness of an organization are competence, integrity, and benevolence. 
Competence refers to the expertise, skills, and capabilities specific to the domain and associated 
with service interactions. Integrity assesses whether the customer can accept and find the principles 
that the provider adheres to. Benevolence is related to how well the supplier coordinates with the 
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customer’s intentions and motivations. Recent events involving Facebook and Cambridge Analytica 
have demonstrated a lack of integrity and benevolence in the eyes of Facebook users as data was 
collected without disclosing or acknowledging Facebook’s business model (Rosenberg & Frenkel 
2018), leading to a significant decline in public trust in Facebook (Weisbaum, 2018). In the context of 
automation, Lee and See (2004) define trust as being based on performance, processes, and objectives. 
Performance, similar to ability, reflects how well technology functions in a reliable, predictable, and 
competent manner. AI-enabled technologies can be effective in service meetings and help customers 
achieve their goals. The objective of the technology determines its intended purpose and whether it 
aligns with the designer’s intentions. Customers evaluate service providers based on their capabilities, 
integrity, philanthropy, and overall experience, including the performance, processes, and objectives of 
AI-enabled technologies. The level of confidence in new AI support services depends on the reliability 
and number of contributors that customers recognize. To increase confidence in the adoption of AI-
based solutions in B2B services, transparency in the development process and gradual introduction 
of technology are important strategies. Companies can introduce new capabilities gradually to engage 
customers’ curiosity and desire for novelty rather than doing it all at once, which may alarm customers 
and deviate too much from traditional service delivery alternatives.

Hypothesis 5: Customer’s trust in AI-based technology strengthens the relationship between core 
constructs and the customer’s willingness to accept the use of AI devices.

The model of this study is shown in Figure 1.

METHODOLOGY

Sample and Data Collection
In this research, an online survey method was employed, utilizing convenience sampling to gather 
data. This method was selected due to its ability to gather data from a large number of individuals in 
a relatively short amount of time and at a lower cost. The survey was commissioned and paid for by 
a professional survey company. To increase response rates and reduce non-response bias, participants 

Figure 1. Research model
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were offered a small monetary incentive to complete the survey online. To ensure the accuracy and 
reliability of the data, several validation and attention check questions were incorporated into the 
survey, which were used to detect any completed surveys that were randomly answered. Surveys 
that did not pass any of the validation and/or attention check questions were discarded, resulting in 
a sample size of 412.

The participants are Korean and consist of men (42.4%) and women (58.6%). The age of them 
includes 20s (22.1%), 30s (27.7%), 40s (21.4%) and 50s (28.8%). The marital status includes unmarried 
(40.9%) and married (49.1%). The occupation includes office work (62.3%), research and development 
(37.7%). The level of their education includes middle school (0.5%), high school (16.4%), community 
college (28.0%), undergraduate (44.3%) and graduate school (10.6%). The income includes under 
30,000 USD (24.1%), 30,000–50,000 USD (49.1%) and 50,000–100,000 USD (26.8%).

Survey Instrument
The survey used in this research was divided into two parts: demographic information and primary 
questions. The demographic information section included questions pertaining to gender, age, 
marital status, occupation, education, and income. The main questions section included five items 
on role clarity, adapted from Rizzo, House, and Lirtzman’s (1970) research, three expectancy items 
on extrinsic motivation, adapted from Tyagi’s (1985) work, as well as four instrumentality and four 
valence items created for the research’s context. Intrinsic motivation also had three expectancy items 
adapted from Tyagi (1985), as well as five instrumentality and five valence items created for the 
context. Six items on ability, adapted from Jones (1986) and Oliver and Bearden (1985), were also 
included. The privacy risk measures were based on six questions from Chellappa and Sin’s (2005) 
and Xu et al.’s (2011) research on perceived risks from providing personal information for the use of 
AI. Additionally, trust was measured with three items adapted from Jarvenpaa et al. (1999), and the 
willingness to accept the use of AI devices was measured using three items adapted from Venkatesh 
et al. (2012) and Lu et al. (2019).

ANALYSIS RESULT

Verification of Reliability and Validity
Gefen et al. (2011) suggested that the validity and reliability of the measures were assessed prior to 
hypothesis testing. First, tests were conducted to evaluate the convergent and discriminant validity 
and the reliability of reflective measures. Factor loadings were used to establish convergent validity. 
Loadings in excess of 0.70 on their respective factors are interpreted to indicate convergent validity 
(Straub et al., 2004). The second indicator of convergence was also employed. Here, a value above 0.50 
for each construct’s average variance extracted (AVE) is assumed to indicate sufficient convergence. 
Tests results indicate that both of these conditions have been met. Discriminant validity is demonstrated 
when the square root of the AVE is greater than the correlations between constructs (Henseler et 
al., 2014). In table 2, the square rooted AVEs for privacy concern, trust and willingness to accept 
the use of AI devices are 0.777, 0.758 and 0.769, respectively. Their inter-construct correlation is 
0.201, 0.214, 0.213. For the second test of discriminant validity, individual items may be assumed to 
possess sufficient discriminant validity if they load higher on their respective construct than on any 
other latent variable (Gefen et al., 2011; Straub et al., 2004). It was true for all items. Based on both 
tests, the measures possess sufficient discriminant validity. Reliability is established by examining 
the internal consistency measure for each construct. Constructs that exceed the 0.70 level are judged 
to possess sufficient reliability (Fornell et al., 1982).

Second, Alternative validity and reliability tests were conducted on the formative constructs: 
role clarity, extrinsic motivation, intrinsic motivation and ability (Bass & Avolio, 1995). To assess 
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convergent and discriminant validity, correlation patterns between items and latent variables are 
depicted in a modified multi-trait, multi-method (MTMM) matrix (Loch et al., 2003). Convergent 
validity is assessed via examining item construct correlations (Chin, 1995). If items load significantly 
on their corresponding constructs, convergent validity is demonstrated. The results indicate that 
item weights are significant at a 0.05 level of significance, except for six indicators. The six non-
significant items were further analyzed according to prescriptions for interpreting formatively 
measured construct results (Cenfetelli & Bassellier, 2009). The prescriptions developed by Cenfetelli 
& Bassellier (2009) distinguish between an indicator’s relative and absolute contribution to its 
construct. Relative contribution is the relation between an indicator and a criterion while holding 
other predictors constant. It is the importance of an indicator compared to other indicators of the 
same construct. Absolute contribution is the relation between an indicator and a criterion, ignoring 
other predictors. In some instances, it is necessary to consider both perspectives to develop a 
more accurate picture of an indicator’s influence. For example, an indicator may have a low or 
non-significant relative contribution to the construct. Despite this, it may still have an important 
absolute contribution. Therefore, it is recommended that when relative contribution (measured in 
terms of indicator weights) is low, absolute contribution (represented by item loadings) should 
also be considered.. The absolute contributions for four items are significant. Their values are 
0.723, 0.712, 0.722, and 0.722, respectively. Thus, although the contributions of the indicators are 
relatively low compared to other indicators, they have a strong, bivariate relation to their respective 
constructs (Nunnally & Burnstein, 1994). Furthermore, there did not appear to be any patterns 
in wording, polarity, or content among the items that would account for the differences, and no 
conceptual issues regarding the construct definitions were salient. Thus, there was no theoretical 
justification for removing the items and rather than discarding the items and changing the meaning 
of the constructs. It was determined that the items should be retained. Finally, discriminant validity 
evidence is presented when items correlate higher with their respective construct measures than 
other measures and composite values (Loch et al., 2003).

Common Method Bias
To minimize the risk of common method bias, which is a potential issue with self-reported data 
(MacKenzie & Podsakoff, 2012; Podsakoff et al., 2003), this study implemented various procedural 
and statistical remedies recommended by Podsakoff et al. (2003) to evaluate the extent of this bias. 
First, anonymity and confidentiality were guaranteed to respondents during the survey to decrease 
evaluation apprehension. Additionally, the questionnaire was carefully developed and worded 
to reduce ambiguity, making it less likely for respondents to modify their answers to be socially 
desirable, acquiescent, or consistent with the researcher’s expectations (Podsakoff et al., 2003). 
Second, Harman’s one-factor test was performed on all items in this study. A principle components 
factor analysis revealed that no single factor emerged, and the first factor explained only 34.1 percent 
of the variance, indicating that no one factor accounted for most of the variance. Furthermore, the 
measurement model was reevaluated by adding a latent common method variance factor (Podsakoff et 
al., 2003), and all indicator variables in the model were loaded on this factor. However, the addition of 
the common variance factor did not improve the fit over the measurement model without that factor, 
and all indicators remained significant. Therefore, common method bias was not a major concern in 
this study based on these findings.

Relationship Between Variables
Table 1 summarizes the Pearson correlation test results between variables and reports the degree of 
multi-collinearity between independent variables. The minimum tolerance of 0.812 and the maximum 
variance inflation factor of 1.231 shows that the statistical significance of the data analysis was not 
compromised by multi-collinearity.
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Hypothesis Testing
This study used hierarchical multiple regression analyses of SPSS 24.0 with three steps to test the 
hypotheses. In the first step, demographic variables were controlled. Independents were entered in 
the second step. In the final step, the multiplicative interaction terms between independent factors and 
moderating variables were entered to directly test the current hypothesis about the moderating effect. 
Table 2 shows the results. First, among demographic variables, men are more willing to accept the use 
of AI devices than women, and younger people are more willing to accept the use of AI devices than 
older people. Second, to analyze the relationship between independent variables and willingness to 
accept the use of AI devices, model 2 in Table 2 shows that some of the independent variables have 
statistical significance with game engagement. Role clarity (β = .033, p < .01) is positively related 
to willingness to accept the use of AI devices. Extrinsic motivation (β = .022, p < .01) and intrinsic 
motivation (β = .009, p < .01) have positive relationships with the willingness to accept the use of 
AI devices. Ability (β = .019, p < .01) shows a positive association with willingness to accept the 
use of AI devices. Therefore, hypotheses 1, 2, and 3 are supported.

Lastly, model 3, consisting of moderators, shows the interactions between independent 
variables and moderating variables on game engagement. Privacy concerns were found to harm 
the relationship between role clarity and willingness to accept the use of AI devices. (β = -.099, 
p < .05). Privacy concerns were found to have no significance in the relationship between other 
independent variables and willingness to accept the use of AI devices. Trust was found to have 
a positive effect on the relationship between the ability and willingness to accept the use of AI 
devices. (β = .042, p < .05). Trust was found to have no significance in the relationship between 
other independent variables and willingness to accept the use of AI devices. Therefore, hypotheses 
4 and 5 are partially supported (see Figure 1).

DISCUSSION

The aim of this research was to investigate how customers perceive and accept the use of AI, and to 
identify the factors that can moderate this process. The study found that customers’ understanding 
of their own and AI’s roles, their motivation to use AI-based technology, and their ability to use it 
positively affect their willingness to adopt AI devices. On the other hand, privacy concerns related to 
the use of AI-based technology negatively impact the relationship between role clarity and customers’ 
acceptance of AI devices. In contrast, trust in AI-based technology enhances the relationship 
between ability and customers’ willingness to adopt AI devices. Previous research has shown that 

Table 1. Variables’ correlation coefficient

1 2 3 4 5 6

1. Role clarity 1

2. Extrinsic motivation .012 1

3. Intrinsic motivation .032 .022 1

4. Ability .026 .102 .011 1

5. Privacy concerns -.042 .013 -.031 .012 1

6.Trust .015 .062 .021 .017 -.035 1

7. Willingness to accept the 
use of AI devices .029** .021** .042** .022** -.102** .022**

∗p < .05, ∗∗p < .01



International Journal of E-Business Research
Volume 19 • Issue 1

9

Table 2. Analysis 1

Willingness to Accept the Use of AI Devices

Model 1 Model 2 Model 3

Gender .045∗ .041∗ .037∗

Age -.042∗ -.036∗ -.029∗

Marital status .012 .009 .006

Occupation .024 .021 .019

Education -.040 -.033 -.028

Income .010 .006 .004

Role clarity .033∗∗ .029∗∗

Extrinsic motivation .022∗∗ .019∗∗

Intrinsic motivation .009∗ .007∗

Ability .019∗∗ .013∗∗

Privacy concerns -.010∗

Trust .014∗

Role clarity * 
Privacy concerns -.099∗∗

Extrinsic motivation * 
Privacy concerns .017

Intrinsic motivation * 
Privacy concerns -.015

Ability * 
Privacy conserns .100

Role clarity * 
Trust .035

Extrinsic motivation * 
Trust .109

Intrinsic motivation * 
Trust .013

Ability * 
Trust .042∗∗

Adj. R2 .104 .179 .197

F 4.611∗∗ 10.992∗∗ 15.991∗∗

∗p < .05, ∗∗p < .01
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privacy concerns can undermine customers’ willingness to use personalized services, but the value 
of personalized services can outweigh these concerns. In addition, customer confidence in service 
providers can alleviate privacy concerns related to location-based mobile commerce. Therefore, this 
study concluded that privacy concerns are a critical factor affecting customer acceptance of AI-based 
technologies. The findings suggest that privacy concerns may have a more significant impact on the 
relationship between role clarity and customers’ acceptance of AI devices compared to other factors, 
as privacy concerns are directly related to the functional process of using AI devices and the roles 
of both customers and AI in this process.

Lee and See (2004) state that trust plays a critical role in bridging the gap between the functionality 
of automation and an individual’s belief in its purpose, as well as their intention to use and depend on 
it. In the context of e-commerce, Pavlou (2003) distinguishes between two forms of trust: trust in the 
trading medium and trust in the supplier. This distinction can also be applied to AI support service 
encounters. This research indicates that trust in both service providers and specific AI technologies 
can enhance customer confidence in AI support services. The findings reveal that trust regarding the 
use of AI-based technology strengthens the relationship between only the ability and the customer’s 
willingness to accept the use of AI devices, whereas privacy concerns do not affect the relationship 
between other independent variables and the customer’s willingness to accept the use of AI devices. 
Therefore, because trust is linked to the psychological evaluation of AI device usage, and a customer’s 
ability in the context of AI-based technology adoption is also based on psychological judgment, it 
may have a more significant impact on this relationship than any other factor.

CONCLUSION

Research Contributions and Practical Implications
This study has made a novel contribution by shedding light on the role of artificial intelligence in 
frontline service meetings, specifically in terms of how customers perceive and accept AI-enabled 
services. While the practical importance of AI is increasing, there are limited quantitative studies on 
the individual factors that impact customers’ willingness to use AI devices. This study has therefore 
focused on individual factors and proposed a model that integrates them rather than identifying 
fragmented factors. The study has shown that individual factors such as role, motivation, and ability 
can coexist in the context of AI use, despite potential conflicts. Additionally, the study has explored 

Figure 2. Interaction effect
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AI-specific moderators, revealing that privacy concerns and trust have a significant impact on 
customers’ perceptions of AI devices. Privacy concerns may affect the functional process of using 
AI devices, while trust may impact the psychological judgment of using such devices, particularly in 
the context of customers’ ability to adopt AI-based technology. Overall, this study provides valuable 
insights into the individual and contextual factors that influence customers’ acceptance of AI-enabled 
services in frontline service meetings.

The study highlights the importance of individual factors such as role, motivation, and ability in 
enhancing the acceptance of AI. This implies that AI device developers should strive to create user 
interfaces that enable AI customers to perceive a high level of role clarity, motivation, and ability. In 
addition, privacy concerns appear to have a significant impact on the relationship between customers 
and AI devices due to the functional process of using them. Consequently, AI device operators need 
to prioritize privacy protection and establish a privacy process in the role-play between customers 
and AIs. Finally, trust plays a critical role in the psychological judgment of using AI devices and the 
customer’s ability to adopt AI-based technology. Therefore, AI device operators should take measures 
to foster trust, such as allowing various forms of communication (e.g., text, pictures, voice, video, 
etc.) between customers and AIs.

Limitations and Future Research Directions
The current study provides valuable insights into customers’ acceptance of AI, but it is important to 
acknowledge its limitations. Firstly, the study only collected responses from customers in South Korea, 
which may have cultural implications that could affect the generalizability of the results. To ensure the 
reliability of the findings, future studies should replicate the study in other countries. Secondly, as all 
variables were measured simultaneously, it is uncertain whether the relationships between them are 
consistent over time. Despite taking measures to avoid this issue, such as asking survey questions in 
reverse order of the analysis model, the possibility of causal relationships between variables cannot 
be ruled out. Therefore, longitudinal studies should be considered in future research. Lastly, this 
study focused on individual factors such as role clarity, motivation, and ability, and explored privacy 
concerns and trust as AI-specific moderators. However, other individual factors such as locus of control 
and interaction with AI may also be relevant as moderators, given the unique characteristics of AI. 
Further research should take these factors into account to gain a more comprehensive understanding 
of customers’ acceptance of AI.
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