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ABSTRACT

Understanding how individuals focus and perform visual searches during collaborative tasks can help 
improve user engagement. Eye tracking measures provide informative cues for such understanding. 
This article presents A-DisETrac, an advanced analytic dashboard for distributed eye tracking. It uses 
off-the-shelf eye trackers to monitor multiple users in parallel, compute both traditional and advanced 
gaze measures in real-time, and display them on an interactive dashboard. Using two pilot studies, 
the system was evaluated in terms of user experience and utility, and compared with existing work. 
Moreover, the system was used to study how advanced gaze measures such as ambient-focal coefficient 
K and real-time index of pupillary activity relate to collaborative behavior. It was observed that the 
time a group takes to complete a puzzle is related to the ambient visual scanning behavior quantified 
and groups that spent more time had more scanning behavior. User experience questionnaire results 
suggest that their dashboard provides a comparatively good user experience.
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1 INTRODUCTION

With the spread of COVID-19, many organizations and individuals resorted to using online platforms 
to interact and collaborate amidst geographic restrictions. The education industry, for instance, 
witnessed a large uptick in virtual learning, video conferencing, and remote collaborative activities. 
However, the nature of remote interaction makes individuals more susceptible to mindwandering 
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and task disengagement (Cotton et al. 2023). Being able to monitor the visual attention and mental 
effort of each interacting party in parallel, possibly in real-time, may help in navigating through such 
barriers. Moreover, such information may help in developing tools, communication strategies, and 
work processes that adapt to one’s cognitive and visual capacity. Furthermore, realtime gaze analytics 
can be shared analogous to methods like shared gaze (Zhao et al. 2023), where individuals see each 
other’s gaze position on AR/VR (Blattgerste et al. 2018). Overall, the advancements in eye-tracking 
technology provide a strong foundation to both assess and improve the quality of remote interaction 
(D’Angelo et al. 2021; Jermann et al. 2011).

Traditional eye-tracking measures such as fixations, saccades, micro-saccades, and pupil diameter, 
and advanced eye-tracking measures, such as focal/ambient coefficient and low/high index of pupillary 
activity, have been widely utilized to study human visual attention (Jayawardena et al. 2020b; Krejtz 
et al. 2014, 2015, 2016) and cognitive load (Duchowski et al. 2018, 2020; Jayawardena et al. 2022b; 
Krejtz et al. 2018). Despite wide adoption, these measures are geared towards single-user studies 
and are thus challenging to scale for multi-user studies. To elaborate, since eye trackers are designed 
to capture eye movements of one individual at a time, eye-tracking studies are often carried out as 
single-user experiments (Jayawardena et al. 2021b; Mahanama et al. 2022c; Michalek et al. 2019; 
Senarath et al. 2022) in isolated environments (Mahanama 2022a, 2021). Moreover, these measures 
only capture individual-level behaviors and do not account for inter-individual interactions. As a 
result, the development of advanced measures geared toward multi-user environments plays a crucial 
role in analyzing eye-tracking data in our natural collaborative environments.

Recent advancements in multi-user eye-tracking (Pathirana et al. 2022), such as distributed 
eyetracking (Mahanama et al. 2023), have enabled the real-time measurement of user collaboration 
during online activities (Garcia et al. 2003; Guo et al. 2013; Langner et al. 2022; Mahanama et al. 
2023). These methods primarily use traditional measures to estimate visual attention and cognitive 
assessment. Unlike advanced measures, they do not leverage the underlying associations between 
pupil and gaze responses. Therefore, we design our system to support real-time computation of both 
traditional (fixation duration, saccade duration, and saccade amplitude) and advanced gaze measures, 
namely, Ambient/Focal Attention with Coefficient   (Krejtz et al. 2016) and Real-time Index 
Pupillary Activity (RIPA) (Jayawardena et al. 2022b). The readers are referred to (Mahanama et al. 
2022b) for a comprehensive review of the various existing gaze measures including advanced measures. 
We improve the reproducibility of our system by allowing users to restream eye-tracking data, and 
thereby mimic real-time data acquisition. Our key contributions are as follows:

1. 	 We propose a distributed multi-user eye-tracking system that supports both advanced and 
traditional gaze measures.

2. 	 We visualize both advanced and traditional measures in an interactive dashboard with restreaming 
support.

3. 	 We demonstrate the utility of our system via two distributed eye-tracking user studies.

A short demo of our system is available at https://youtu.be/20LzU9NmF4o.

2 RELATED WORK

2.1 Eye Tracking Visualization
Eye tracking technology allows researchers to gain insights into human behaviors, attention, and mental 
effort using their eye movements. While statistical analysis of eye-tracking data provides quantitative 
results to support or reject hypotheses, eye-tracking visualization provides a way for exploratory and 
qualitative analysis of data (Blascheck et al. 2017). Through eye-tracking visualizations, researchers 
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can spot trends and unexpected gaze patterns that may not be immediately apparent through statistical 
analysis alone and find new hypotheses to investigate.

Existing eye movement analysis tools primarily visualize data through heat maps, gaze plots, 
AOI plots, dynamic pupil diameter/gaze plots, and main sequence plots. Among these, heat maps 
(attention maps), perception maps (gaze opacity maps), and gaze plots (scanpaths) are often used 
to visualize spatio-temporal relationships in gaze data (Drusch et al. 2014; Špakov et al. 2007). 
Likewise, statistical graphs, such as mean fixation duration, mean saccade amplitude, and mean 
saccade velocity, are often used to summarize gaze data across time (Berg et al. 2009; Convertino 
et al. 2003; Smith et al. 2013). Both prior work (Duchowski et al. 2012) and commercial applications 
(Tobii1, Tableau2) employ heatmaps, perception maps, gaze plots, and object-based color coding 
to visualize eye movement data. However, these visualizations are generated post-data collection 
and thus computed offline. Real-time visualizations, on the other hand, allow monitoring of temporal 
trends and recurring patterns of user behavior during exploratory data analysis. For instance, tools 
such as DisETrac (Mahanama et al. 2023) generate real-time visualizations of gaze data, as well 
as real-time graphs of traditional gaze measures. Yet, they only visualize spatio-temporal data and 
traditional gaze measures, and lack support for advanced gaze measures such as Ambient/Focal 
Coefficient   and RIPA. Without these, its difficult to study how one’s visual attention and 
cognitive load changes during a task.

2.2 Collaborative Games
In multiplayer games, each player performs a collaborative or competitive task, with their individual 
decisions have a positive or negative impact on their winning chances. Here, each player can process 
information differently, meaning they could exhibit different cognitive loads and attention patterns. 
Several studies have been conducted to understand how collaborative multiplayer gaming affects the 
players’ cognition and attention during gameplay. In particular, they used questionnaire-based methods 
(Alharthi et al. 2018, 2021) and qualitative methods (Ang et al. 2007) to assess the mental workload 
during gameplay. While such methods capture the player’s perceived mental effort, difficulty, and 
workload, those measures are highly subjective. Thus, analyzing objective measures such as EEG 
(Johnson et al. 2015; Wikström et al. 2022), and eye movement data during gameplay could be useful 
to study the cognition and attention of each player.

2.3 Multi-User Eye Tracking
Multi-user eye tracking studies can be categorized into two categories: time-sharing and space 
sharing (Pathirana et al. 2022). In time-sharing methods, eye-tracking data is captured from each 
user across different time windows. In contrast, space-sharing methods capture eye-tracking data 
from multiple users simultaneously. Space-sharing is more prominent in the literature as it allows 
to study phenomena such as joint visual attention and joint mental effort. However, since traditional 
eye-tracking setups can only track one person at a time (Mahanama 2022a), space-sharing methods 
require a dedicated eye tracker per user (Cheng et al. 2022a; D’Angelo et al. 2016a, 2018; Zhang et 
al. 2017). While space-sharing is straightforward for physically co-located users, it is challenging to 
execute in a distributed setting. Here, data collection and real-time analytics computation are affected 
by network latency, bandwidth, and traffic. In our previous work (Mahanama et al. 2023), we proposed 
a distributed eye-tracking framework, DisETrac, and demonstrated its utility through a pilot study. 
In that work, we conducted a two-player puzzle-solving task, computed traditional eye-tracking 
measures in realtime, and reported the network latency observed. However, we did not evaluate how 
users perceive the DisETrac system and the gaze measures provided therein.

2.4 Gaze Measures for Remote Collaborative Tasks
Shared gaze (D’Angelo et al. 2021) is a technique to view each other’s gaze information during remote, 
collaborative tasks, and thereby communicate via non-verbal cues. Its effects have been studied on 
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several collaborative tasks, including learning (Sharma et al. 2016; Stein et al. 2004), programming 
(Cheng et al. 2022b; D’Angelo et al. 2017; Stein et al. 2004), co-writing (Kütt et al. 2019), meeting 
(Langner et al. 2022), puzzle solving (D’Angelo et al. 2016b), game playing (Špakov et al. 2019; Zhao 
et al. 2023), and visual search (Brennan et al. 2008; Neider et al. 2010). While such visualization is 
possible for distributed multi-user eye-tracking setups, real-time gaze analytics visualization during 
collaborative tasks remains largely unexplored. In our prior work (Abeysinghe et al. 2023; Mahanama 
et al. 2023), we introduced an analytics dashboard that provides real-time visualizations of individual 
and aggregate measures in the distributed multi-user eye-tracking system.

Eye-tracking measures such as joint visual attention have been used to study collaborative 
behavior during interactive tasks (Mahanama et al. 2023; Schneider et al. 2018; Sharma et al. 2014). 
Existing studies have often tailored these measures to task-specific conditions (D’Angelo et al. 2021). 
For instance, DisETrac (Mahanama et al. 2023) computes joint visual attention from the distance 
between gaze position centroids of each user. With-me-ness (Sharma et al. 2014) computes joint 
visual attention by aggregating the entry time, first fixation duration, and the number of revisits. 
These studies also computed pupillary measures and traditional gaze measures such as fixations and 
saccade-related metrics (Mahanama et al. 2023; Sharma et al. 2016).

In this work, we extend DisETrac to support advanced gaze measures for collaborative interactions, 
in addition to traditional gaze measures. In particular, we integrate dynamic Ambient/Focal attention 
with coefficient   and RIPA with the gaze analytics dashboard. Using these measures, we study 
the visual search behavior and cognitive load during collaborative tasks.

3 METHODOLOGY

3.1 Real-Time Eye-Tracking Setup
We use the distributed eye-tracking setup proposed by DisETrac (Mahanama et al. 2023) for our 
experiments, comprising two main components for eye-tracking; (1) data acquisition and transmission, 
(2) aggregation and visualization. Similar to the DisETrac study, we sample data from common 
off-the-shelf eye trackers using the vendor API/SDK. Then we transmit data to an MQTT broker 
through a public network. MQTT broker is a message server that facilitates communication between 
publisher and subscriber clients.

In our setup, we acquire the gaze position of each user on the screen (x,y) and the pupil dilation 
of each user, along with confidence estimates as determined by the vendor software. Prior to data 
transmission, we append an originating timestamp and a sequence number to recover the temporal 
order at the processing end. Moreover, we periodically perform clock synchronization using Network 
Time Protocol (NTP).

3.2 Data Restreaming Setup
We integrated StreamingHub (Jayawardana et al. 2022) to restream data from earlier experiments. 
In particular, given a time-series recording R(i) = (ti,di) where t is the timestamp, d is the measured 
quantity at t, and i = 0…N is an indexing parameter, StreamingHub periodically emits data points 
with ti ≤ (t0 + τ), where τ is the time elapsed since the t0 is restreamed. Internally, StreamingHub 
handles file-system access and data loading and provides a storage-agnostic Python API to restream 
data. In our setup, we call this API to restream data from earlier experiments and direct this data onto 
an MQTT broker through a public network.

In both real-time setup and data re-streaming setup, at the processing end, we subscribe to the 
eye-tracking data streams of the MQTT broker and use them to compute eye-tracking measures. We 
utilize user identifier information to distinguish and compute eye-tracking measures for each user, 
which we then use to compute aggregate measures. Finally, we present the data to a proctor through 
an interactive dashboard. The overall architecture of our setup is shown in Figure 1.
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3.3 Real-time Gaze Measures
For our computations, we use Real-Time Advanced Eye Movements Analysis Pipeline (RAEMAP) 
(Jayawardena 2022a, 2020a, 2021a), an eye movement processing library to compute real-time gaze 
measures in two steps generating, (1) traditional positional gaze measures for each user, and (2) 
advanced gaze measures for each user and the group.

3.3.1 Coefficient 
For each user, we order incoming data by timestamp, and compute a sequence of   values using a 
sliding window. Inside each window, we first identify fixations, i,e., periods where the gaze remains 
stationary, and saccades, i.e., periods where the gaze shifts rapidly (Mahanama et al. 2022b). Second, 
we compute the duration (d) of each fixation, and the saccade amplitude (a) between consecutive 
fixations. Third, we use these d, a values to compute a windowed Ambient/Focal Attention Coefficient 
w , which indicates visual search behavior within each window. Unlike  , which uses global 
statistics of d and a, w  uses per-window statistics of d and a as a proxy for global statistics. For a 
time window w, w  is defined as,
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where µw,d, σw,d, µw,a, and σw,a are the mean and standard deviation of d and a within a window w, 
ai+1 is the saccade amplitude after the ith fixation, and di is the duration of the ith fixation. Unlike  , 
w  is a windowed operation, meaning it only needs data within a window w to function, and can 
be rerun on different time windows. However, we note that our method takes biased estimates of 
global statistics in computing w . For experiments beyond the window w, we compute an aggregate 
coefficient W  by averaging w  across all w.

Figure 1. Architecture of the proposed distributed eye tracking system for visual attention and cognitive load. In a real-time 
distributed eye-tracking system, common off-the-shelf eye-trackers are used to collect data from multiple users. In the data 
restreaming setup, StreamingHub is called to restream data from existing data/experiments and transmit it to the MQTT broker. 
The realtime traditional positional and advanced gaze measures are calculated by passing the data through RAEMAP (Jayawardena 
et al. 2020a).
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For a multi-user environment, we extend w  and W  with group coefficients, which are 
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Our study uses Uw  for real-time visualization and UW  to compare performance across groups. 
We note that our modifications to   do not affect the interpretation of its values, meaning that 
positive values of w , W,  UW , and Uw  indicate ambient visual scanning and negative values 
indicate focal processing.

3.3.2 Real-Time Index of Pupillary Activity (RIPA)
We also compute the RIPA (Jayawardena et al. 2022b) which is an indicator of cognitive load. RIPA 
is a real-time measure of pupil diameter oscillation that is computed via the ratio between two finite-
impulse response filters. Savitzky et al. 1964 and Golay formulated data smoothing and derivative 
computation as least-square approximation problems. They equated both processes to convolving with 
a kernel whose coefficients are computed in closed form for a given window size and polynomial 
degree. In particular, given a pupil diameter signal x[t], a window size of 2m + 1, and a polynomial 
order of n, its smoothed approximation p[t; A] is given by,
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where the filter coefficients A∗ = {a1,...,an} ∈ R are derived using least squares,
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where τ ∈ [−m,m] is the “half width” of the approximation interval. The least-squares criterion 
requires minimizing the sum of squared error between x[t] and p[t;A] over the interval [t−m,t+m]. 
Here, the filter size 2m + 1 and polynomial order n determine the frequency response of the smoothed 
signal. To estimate cognitive load, it is crucial to compute the ratio between low and high-frequency 
pupil oscillations. Therefore, RIPA runs two filters in parallel with different n,m values to capture 
low- and high-frequency oscillations, and computes their ratio. Next, it applies modulus maxima on 
the computed ratios, counts the values greater than threshold λ, and returns this as output (Jayawardena 
et al. 2022b). Thus, RIPA is proportional to pupil diameter oscillations, and hence, cognitive load. 
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In our implementation, we use a non-overlapping sliding window of size f, where f is the sampling 
frequency of the signal.

For a multi-user environment, we extend RIPA by defining group RIPA as the average across all 
users, either within some time window or across the entire experiment. Our study uses RIPA_window 
for visualizations and RIPA_experiment when comparing group performance.

3.4 A-DisETrac Dashboard
A-DisETrac dashboard provides a detailed real-time visualization of (1) advanced gaze measures for 
each user ( w ), the group ( Uw ), RIPA, and group RIPA, and (2) traditional positional gaze measures 
for each user for the ongoing experiment (see Figure 2). Further, this dashboard provides more 
interactive functionalities to monitor, analyze, and control the gaze measure visualizations. A-DisETrac 
dashboard has four main key components as illustrated in Figure 3.

1. 	 Tabs: Tabs allow the proctor to switch between the views of different gaze measure types. The 
views of different types of gaze measures that are designed in the dashboard (advanced gaze 
measures and traditional positional gaze measures) are shown in Figure 2.

2. 	 Play/Pause Control: As the gaze measures are visualized in real-time charts (data streaming 
charts), they automatically update themselves after every n second. Hence, this play/pause control 
allows the proctor to pause the real-time charts and replay as necessary.

3. 	 Gaze Measures: Real-time visualization of gaze measures calculated during the user experiment.
4. 	 Controls: The control widgets include box zoom, wheel zoom, save, and reset.

3.5 User Studies
Next, we demonstrate the utility of the A-DisETrac dashboard by conducting two user studies. We 
evaluate their attention and cognitive load in real-time during collaborative and competitive tasks 
using advanced gaze and pupillary measures.

3.5.1 Puzzle Solving Task
We conducted a pilot user study comprising ten participants (6M, 4F) and evaluated their attention 
and cognitive load in a collaborative activity. We conducted the study as physically isolated pairs 
(chosen randomly) collaborating online. The participants were graduate students in Computer Science 
and aged between 25-35 years. All the participants had normal or corrected-to-normal vision. We 
selected an online collaborative Jigsaw3 puzzle-solving activity comprising a 50-piece jigsaw puzzle 
game (see Figure 4).

We used identical computer setups for each user comprising of desk-mounted GazePoint GP34 
eye tracker, a 23.8-inch screen (1920x1080) (See Figure 5). The eye trackers operated at 60 Hz, and 
our setup sampled data at 30 Hz from the eye trackers. We hosted the MQTT broker and the analytics 

Figure 2. Visualizations of gaze measures in the analytics dashboard. Left: Traditional positional gaze measures; Middle: Coefficient 
  measure; Right: RIPA Measure
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dashboard on another two computers connected through the public network. Considering that each 
session lasted less than 10 minutes, we synchronized all the devices only once at the beginning of 
each session.

Each session started with a proctor calibrating each eye tracker using the standard 9-point 
calibration and manually testing the accuracy of the calibration. Then, the proctor presented a similar 
jigsaw puzzle as in the activity, explained the controls in the user interface, and allowed users to 
familiarize themselves with the activity. Meantime, we started the transmission, processing, and 
visualizations to ensure proper data flow. Once everything was in order, we presented the puzzle 
activity to the users and recorded the experimental data. During the experiment, we collected gaze 
location data and pupil data from the eye trackers. Further, we measured the time each pair took to 
complete the task.

We utilized the data restreaming setup to stream the collected gaze and pupil data. Upon reception 
at the A-DisETrac dashboard, we formed the coefficient   measure and RIPA values. When forming 
the windowed coefficient measure, we used a window of w = 3000ms, sliding at each 300ms.

3.5.2 Battleship Game
In the second pilot study, we recruited ten volunteers (8 M, 2 F) and analyzed their attention and 
cognitive load during a competitive activity. Similar to the previous study, we conducted the study in 
physically isolated pairs, competing online. All the participants were graduate students in computer 
science and aged between 25-35 years with normal or corrected-to-normal vision. We used an online 
battleship5 board game as the competitive activity, where each player strategically attempts to locate 
opponents battleships in a 10x10 square grid (see Figure 6).

Similar to the previous setup, we used two identical computer setups, each with a desk-mounted 
GazePoint GP3 eye tracker and a 27-inch screen (1920x1080) (See Figure 7). We sampled the data 
at 30 Hz and transferred the data to the analytics dashboard through an MQTT broker across a local 
network. Considering the duration of the experiment (< 5 mins), we synchronized only once during 
the start of the study session.

At the beginning of each session, a proctor calibrated the eye trackers using standard 9-point 
calibration and manually tested the accuracy. Then, the proctor briefed the experiment and started a 

Figure 3. Layout of the A-DisETrac dashboard illustrating key components. 1. Tabs to switch between views, 2. Play and Pause 
the real-time charts, 3. Real-time visualization of gaze measures, 4. Control widgets to zoom, save, and reset.
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practice session for the game. During the session, the proctor explained the game, controls, and scoring 
scheme while allowing the users to familiarize themselves with the activity. Once the participants 
were familiar and confident with the controls, we presented them with the competitive activity and 
initiated data collection procedures.

During the experiment, we collected gaze location data and pupil data from the eye trackers and 
formed advanced gaze measures upon reception at the A-DisETrac dashboard. Further, we collected 
the events on the battleship gameboard, such as success/failure strikes on enemy ships, through a 
browser extension.

3.5.3 Dashboard Evaluation
We conducted a user experience evaluation of our A-DisETrac dashboard with ten participants and 
compared it against DisETrac (Mahanama et al. 2023). The participants were graduate students (6M, 

Figure 4. An example of the online jigsaw puzzle solving activity

Figure 5. Experimental setup of online jigsaw puzzle solving activity. A physically isolated pair of participants collaborating to 
solve an online jigsaw puzzle
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4F) in the Computer Science Department. For the evaluation, we used UEQ (Schrepp et al. 2019), 
a fast and reliable questionnaire to measure the User Experience of interactive products. The UEQ 
stands as a commonly utilized questionnaire designed to assess user experience across six scales: 
Attractiveness, Efficiency, Perspicuity, Dependability, Stimulation, and Novelty (See Table 7). 
Those constructs represent distinct attributes that help assess the acceptability of products. For each 
participant, we presented both dashboards with simulated data. Once the participants had used both 
dashboards, we provided them with the UEQ and asked them to provide feedback regarding their 
experience with each dashboard. To avoid the sequence effect, the two dashboards were presented 
in random order per participant.

Figure 6. An example of the online battleship game: The left is the opponent’s board and the right is the board of the player

Figure 7. Experimental setup of online battleship game. A physically isolated pair of participants playing against each other in 
an online battleship game.
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4 RESULTS

4.1 Puzzle Solving Task
4.1.1 Latency Analysis
We computed the latency by computing the delay between the transmission from the originating 
device to the destination dashboard in our system. We considered all eye-tracking data messages 
received during the experiment for the computation, assuming the effect of clock drifts to be negligible. 
Our results (see Table 1) indicate that our setup transmitted data with a mean latency of 407 ms and 
an average maximum latency of 994 ms in a public network. This indicates that our approach can 
notify a proctor of changes on average  w  in d + 407 ms, where d represents the duration of the 
last fixation. To emulate potential real-world conditions, we did not adjust the quality of service 
parameters of the network to prioritize our data.

4.1.2 Ambient/Focal Attention Analysis
To demonstrate the potential utility of the proposed windowed coefficient of attention, we investigated 
the relationship between group performance using the time to complete the puzzle and the coefficient 
of each group  UW . We observed all the groups to show negative  UW  values indicating ambient 
visual scanning behavior for all groups (see Table 2). Further, our investigation of the Pearson 
correlation between  UW  and time for completion revealed a strong negative correlation coefficient 
(r = −0.9722, p = 0.0056). This indicates that groups with more ambient attention (indicated by 
higher negative  UW ) are associated with the group taking more time to complete the activity.

4.1.3 RIPA Analysis
We analyzed the relationship between group performance using the time to complete the puzzle and 
the RIPA values of each group. We observed high RIPA values indicating increased cognitive load 
for all groups (see Table 3). We further analyzed the Pearson correlation between group RIPA and 
time for completion. We observed a moderate correlation coefficient (r = 0.5804,p = 0.3049).

4.2 Battleship Game
4.2.1 Latency Analysis
Similar to the collaborative activity, we computed the latency in communication by using the 
timestamps of the originating device and the destination device, considering all the eye-tracking 
messages transmitted during the experiment while neglecting the effect of clock drifts. Compared to 
the previous study, we observed a lower mean latency during the experiment of 302 ms (see Table 

Table 1. Data latency (gaze and pupil data) during the collaborative activity

Session Mean Latency (ms) Max Latency (ms)

1 394 ± 235 973

2 408 ± 301 976

3 398 ± 313 1035

4 421 ± 330 1001

5 414 ± 341 1019

Mean 407 ± 308 994
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4). Since we did not modify any quality of service parameters during the sessions, we attribute the 
lower latency to prevailing network conditions, such as traffic during the period of the experiment. 
This indicates the potential of improving the feedback time to a proctor through the quality of control 
parameters of the network.

4.2.2 Ambient/Focal Attention Analysis
We demonstrated the utility of the proposed windowed coefficient of attention for a second pilot 
study. We compared the coefficient  W  values of participants for each session. We observed most 
of the participants have negative  UW  values indicating ambient visual scanning behavior (see Table 
5). We did not observe a significant difference in coefficient  W  values between the winner and 
loser in each round. This indicates a similar visual scanning behavior between the players during a 
competitive gameplay task.

Table 2. Ambient/Focal Attention with Coefficient (  UW ) during the experiment

Session Attention Coefficient (  UW ) σ Total time (s)

1 -0.0515 0.4307 261

2 -0.0350 0.4386 174

3 -0.0375 0.4737 207

4 -0.0350 0.3273 168

5 -0.0996 0.4451 365

Table 3. RIPA values of participant groups during the experiment

Session RIPA σ Total time (s)

1 0.9505 0.0037 261

2 0.9588 0.0028 174

3 0.9478 0.0035 207

4 0.8153 0.2856 168

5 0.9795 0.0259 365

Table 4. Data latency (gaze and pupil data) during the competitive activity

Session Mean Latency (ms) Max Latency (ms)

1 679 ± 368 1324

2 608 ± 371 1279

3 170 ± 133 545

4 28 ± 29 327

5 23 ± 29 303

Mean 302 ± 186 755.6
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4.2.3 RIPA Analysis
We observed the winner of the majority of the sessions to associate with a higher average RIPA. 
However, the relationship did not yield any statistical significance, potentially indicating the 
competitive nature of the activity leading to higher cognitive load on both participants. We further 
investigated the relationship between the hit/miss of a strike during the game. Here, we investigated 
the point biserial coefficient used to measure the relationship when a variable is dichotomous-hit/miss 
on an enemy ship. As the measure of pupillary response, we used the increment in RIPA following 
the event with respect to preceding the event. Our test yielded no statistically significant relationship 
between the two variables within each session and across all sessions, which was indicated by a low 
correlation coefficient.

4.3 Dashboard Evaluation
We used the UEQ Data Analysis Tool, which uses T-Test (Kim 2015) with a 95% confidence interval 
to analyze the UEQ responses. The 26 items in the UEQ are categorized into six scales (see Table 7) 
that cover a comprehensive impression of user experience. We compared the scale means of the two 
dashboards as depicted in Figure 8. Our analysis did not show a statistically significant difference 
between the A-DisETrac dashboard and the DisETrac dashboard for the UEQ scales with α = 0.05 
(see Table 8).

The UEQ tool offers a benchmark that helps to interpret the results and the benchmark relies on 
a number of studies concerning different products (Schrepp et al. 2019). We compared the results 
obtained for our A-DisETrac dashboard with the benchmark to gain insight into the user experience 
quality of our visualization dashboard compared to typical products in the market.

As illustrated in Figure 9, the A-DisETrac dashboard has “excellent” results in “Attractiveness” 
compared to the benchmark. Moreover, the A-DisETrac dashboard introduced in this work shows 
“good” results in “Efficiency”, “Stimulation”, and “Novelty” scales which is 75% better than the results 
in the benchmark data set. However, for the “Perspicuity” and “Dependability” scales, our A-DisETrac 
dashboard is better than 25% of the results in the benchmark which indicates as “below average”.

Table 5. Coefficient  W  values of winner and loser of each the battleship rounds

Session Winner Loser

1 -0.031 0.024

2 0.0431 -0.120

3 -0.213 -0.120

4 -0.323 -0.170

5 -0.251 -0.060

Table 6. RIPA values of winner and loser of each the battleship rounds

Session Winner Loser

1 0.96 0.97

2 0.97 0.96

3 0.97 0.96

4 0.95 0.97

5 0.96 0.83
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5 DISCUSSION

In this study, we implemented a real-time ambient/focal attention coefficient   and extended the 
concept to distributed multi-user eye tracking systems. Even though we demonstrate the utility through 
pilot studies, our approach requires further validation to determine the potential usage in analyzing 
user behaviors. Moreover, our study lacks an investigate on defining the ideal window size (w) and 

Table 7. Scales of user experience questionnaire

Scale Definition

Attractiveness Overall impression of the product. Do users like or dislike the product?

Perspicuity Is it easy to get familiar with the product? Is it easy to learn how to use the product?

Efficiency Can users solve their tasks without unnecessary effort?

Dependability Does the user feel in control of the interaction?

Stimulation Is it exciting and motivating to use the product?

Novelty Is the product innovative and creative? Does the product catch the interest of users?

Figure 8. Comparison of scales means of the two dashboards. A-DisETrac Dashboard has higher values in “attractiveness,” 
“efficiency,” “dependability,” “simulation,” and “novelty” compared to our previous DisEtrac dashboard. DisEtrac dashboard 
has higher values in “Perspicuity.” However, the results are not significant.

Table 8. UEQ scale means and main effect of dashboards on UEQ scales

Scale
DisETrac Dashboard

p
µ σ µ σ

Attractiveness 1.32 0.98 1.88 0.76 0.1670

Perspicuity 1.05 0.86 0.85 1.43 0.7105

Efficiency 1.60 0.82 1.88 0.69 0.4273

Dependability 0.80 0.72 2.00 0.98 0.6104

Stimulation 1.58 0.88 1.60 0.95 0.9521

Novelty 1.15 0.47 1.53 0.82 0.2307
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remains unexplored. However, our puzzle-solving user study revealed that the time a group takes to 
complete a puzzle is related to the ambient visual scanning behavior quantified by  UW . Our results 
indicate that groups that spent more time had more scanning of the screen and searching behavior. 
Considering that jigsaw puzzle solving requires the participants to identify and match pieces based 
on their visual characteristics (color, shape, texture), we presume a relationship exists between the 
ambient scanning behavior and the finding of a matching piece.

Moreover, we integrated RIPA into a distributed multi-user eye-tracking system and evaluated 
users’ cognitive load during collaborative and competitive tasks. Our results showed a higher average 
RIPA indicating higher cognitive load in participants during both tasks. Battleship game requires 
players to manage information about potential ship placements and keep track of previous shots 
which can contribute to an increased cognitive load during gameplay. Similarly, in a jigsaw puzzle-
solving activity, the players need to process visual information (the puzzle pieces), consider spatial 
relationships between pieces, and integrate individual pieces into the overall picture. This could 
potentially cause players to experience increased cognitive load. However, selecting the appropriate 
filter size (2m + 1) and polynomial order (n) is essential when defining Savitzky-Golay filters for 
calculating the ratio between low and high-frequency pupil oscillations in RIPA computations. Among 
the other limitations of our study, we did not optimize the hyperparameters in the RIPA algorithm 
specifically for our eye-tracker frequency. The RIPA algorithm we employed was originally tested 
with a 1000 Hz eye tracker frequency, while ours operates at 30 Hz. We can further fine-tune the 
hyperparameters in the RIPA algorithm to uncover subtle differences in cognitive load in battleship 
games and jigsaw puzzle-solving activities in the future.

A trivial approach to determine the effective and efficient means of computing variations of K 
and finding optimal parameters for the RIPA algorithm would be to conduct a comprehensive set of 
user studies encompassing different combinations of user behaviors. However, this approach could be 
costly and time-consuming. Alternatively, we can use synthetic data or restream data from previous 
experiments to investigate the broad spectrum of possibilities for variations of K and optimize the RIPA.

The results of the dashboard evaluation do not indicate a significant difference between the 
UEQ scales in our dashboard compared to the existing DisETrac dashboard (see Table 8). We further 
compared the UEQ results obtained for the A-DisETrac dashboard against the benchmark. The results 
indicate that the overall impression of our interactive dashboard is in the range of the 10% best results. 
However, the results of UEQ indicate that our dashboard is difficult to get familiar with and learn 
how to use compared to the average results in the benchmark. We believe having eye-tracking specific 
measures in our dashboard caused this low score as the majority of evaluators are not eye-tracking 
experts. We mainly focused on data visualization and analysis aspects in our dashboard rather than 
data security. Hence, we observed that the “Dependability” scale results of our dashboard are below 

Figure 9. Comparison of scales means of A-DisETrac dashboard against the benchmark. Our dashboard has “excellent” results in 
“attractiveness,” “good,” results in “efficiency,” “stimulation,” “novelty,” and “below average,” in “perspicuity” and “dependability” 
compared to the benchmark.
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the average of the benchmark. The “Dependability” is interpreted in the sense that the interaction is 
safe and controllable by the user. However, according to UEQ analysis, our dashboard has provided 
users with exciting and motivating experiences, allowed users to put in less effort, and caught users’ 
interests compared to 75% of results in the benchmark data set.

To the best of our knowledge, no work exists in the literature for real-time visualization of advanced 
measures and system evaluation in multi-user eye-tracking capable of providing a fair comparison 
other than our previous work (Abeysinghe et al. 2023; Mahanama et al. 2023). Therefore, our study 
provides a benchmark for delineating limitations and advancements in the domain of advanced eye 
tracking measures in multi-user environments.

6 CONCLUSION

In this study, we presented a distributed eye-tracking system with real-time advanced gaze measures. 
Our setup uses off-the-shelf eye trackers connected through a public network for providing real-time 
insights on a multi-user eye-tracking experiment with advanced gaze measures. We presented the 
real-time gaze measures through an interactive dashboard. In the future, we plan to improve through 
the incorporation of Gaze Transition Entropy in multi-user distributed environments. Further, we 
plan to integrate real-time scan-path visualizations in our dashboard by streaming user viewports.
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