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ABSTRACT

For Chinese NER tasks, there is very little annotation data available. To increase the dataset, improve 
the accuracy of Chinese NER task, and improve the model’s stability, the authors propose a method 
to add local adversarial training to the transfer learning model and integrate the attention mechanism. 
The model uses ALBERT for migration pre-training and adds perturbation factors to the output matrix 
of the embedding layer to constitute local adversarial training. BILSTM is used to encode the shared 
and private features of the task, and the attention mechanism is introduced to capture the characters 
that focus more on the entities. Finally, the best entity annotation is obtained by CRF. Experiments are 
conducted on People’s Daily 2004 and Tsinghua University open-source text classification datasets. 
The experimental results show that compared with the SOTA model, the F1 values of the proposed 
method in this paper are improved by 7.32 and 7.98 in the two different datasets, respectively, proving 
that the accuracy of the method in this paper is improved in the Chinese domain.
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INTRoduCTIoN

Natural language processing (NLP) has become hot research in the field of artificial intelligence and 
deep learning. The current challenge is how to combine advanced natural language processing and 
machine learning models so that machines can understand the learned knowledge, express it as a kind 
of knowledge, and establish relevant connections (Liu et al., 2022; Mandle et al., 2022).

Named entity recognition (NER) is a fundamental task studied in NLP. Named entity recognition 
mainly involves extracting words or phrases from unstructured text that reflect concrete or abstract 
entities that already exist in the real world, such as names of people, places, and organizations, and 
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organizing them into semistructured or structured information. Then, other techniques are used to 
analyze and understand the text (Isozaki & Kazawa, 2002; Li et al., 2019). In recent years, with deep 
learning research, this method can actively learn data feature representation from massive data and 
reduce the reliance on rules and expert knowledge to a certain extent.

The flow of the traditional named entity recognition method is shown in Figure 1. Although deep 
learning methods have made significant progress in Chinese NER tasks, building NER models usually 
still requires a large amount of labeled data. Model performance is proportional to the amount of 
labeled data, which is poor in specific domains where the training corpus is scarce. Transfer learning 
aims to improve the learning performance of the target task by exploiting a large amount of labeled 
data in the source domain and pretrained models. It has become a powerful tool for solving resource-
poor NER with its advantages of small data and labeling dependencies and relaxed independent 
homogeneous distribution constraints (Gong et al., 2018; Wang et al., 2017).

From the early word vectors obtained by cooccurrence matrix and SVD(Singular Value 
Decomposition) decomposition methods, neural network models based on different structures have 
been developed. At present, word vector models have been widely used in information extraction. 
Mikolov et al. (2013) proposed the Word2Vec model to generate word vectors. Xu et al. (2019) 
proposed a word vector representation based on the Word2Vec technique to trigger word classification 

Figure 1. Chinese named entity identification flow chart
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tasks. However, the obvious drawback of Word2Vec is that it is “one-word-one-sense,” and the semantic 
meaning expressed by its word vectors is homogeneous. The ALBERT model is a lightweight network 
model developed by Lan et al. (2020) based on the transformer bidirectional encoder representations 
from transformers (BERT; Agrawal et al., 2022) pretrained language model. Therefore, this model 
uses ALBERT to obtain context-dependent word vectors. ALBERT has richer semantic information 
than the traditional Word2Vec model and can generate more appropriate feature representations for 
different NLP tasks. Thus, model performance is improved, made smaller, and more refined than 
the BERT model (Bikel et al.,1998).

The advantages and disadvantages of existing named entity recognition methods are shown in 
Table 1. Existing NER methods mostly focus on improving the model structure and entity labeling, 
with less attention to the problem of boundary sample confusion in NER data sets. By contrast, deep 
learning combined with adversarial training has become a new trend in text processing. Miyato et al. 
(2017) added perturbation at the word vector level for the first time semisupervised text classification 
based on deep learning. Zhou et al. (2019)[REMOVED REF FIELD] added perturbation at the word 
embedding level to improve the generalization ability of low-resource NER models. Although these 
methods can handle larger and more complex features, they also affect the efficiency of downstream 
tasks because of the long process of generating word vectors and a large amount of training data.

To solve the problem of long training time under migration learning and improve the accuracy 
and robustness of training, this paper proposes a method of adding local adversarial training to transfer 

Table 1. Comparison and Analysis of Existing Named Entity Recognition Methods

         Distributed input 
representation

Method Advantage Shortcoming

         Word level      Skip-gram, 
Word2VecvGlove, 
         fastText, ELMo, 
BERT, GPT

         Good description 
of the similarity 
between words

         There is an 
OOVproblem, and 
Chinese named entity 
recognition has word 
segmentation error 
propagation

         Character level          CNN, RNN, BILSTM, 
BERT, ALBERT, BiGRU

         Effectively solve 
the OOV problem and 
provide morphological 
feature information

         It is difficult 
to capture semantic 
information and 
boundary information 
at word level

         Mixed multifeature      Improve character level 
CNN/RNN+dictionary 
information features, BERT 
and its variants+dictionary, 
         radical information 
features, Pooled 
Contextualized Embeddings

         Mixed character 
features, word 
features, part of speech 
features, syntactic 
features, location 
features, radical 
information features, 
pinyin features, 
domain dictionaries 
or knowledge maps, 
and other external 
information to strongly 
represent information

     Damage the 
universality of the 
system

Note. ALBERT = a lite bert ; BERT = bidirectional encoder representations from transformers; BiGRU = bidirectional gated recurrent unit ; BILSTM = 
bidirectional long short-term memory; CNN = convolutional neural network; ELMo =embeddings from Language models; GPT =generative pre-training ; 
OOV = out of vocabulary ; RNN = recurrent neural network.
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learning model ALBERT. Adversarial training is used to preserve the original data features while 
improving the robustness and generalization ability of the model in an adversarial attack manner to 
improve the model’s ability to identify confusion boundary samples. Inspired by the idea of difficult 
sample mining, only difficult samples that are prone to misclassification in the data are added to the 
perturbation to reduce redundant adversarial samples. The experiments show that the method in this 
paper provides ideas for future research on NER using deep learning methods in a targeted manner 
on small Chinese sample data sets.

In summary, the contributions of this paper are as follows:

• We propose a Chinese named entity recognition framework that integrates transfer learning and 
local adversarial training.

• We introduce the attention mechanism, which can better obtain the structural features in sentences.
• We have conducted experiments on two types of Chinese data sets, and compared with the baseline 

model, we can see that the accuracy of our model has been greatly improved.

BACKgRouNd

The work in this paper deals with two aspects: local adversarial migration training and adding attention 
mechanisms to the NER approach.

In NER, the discrete data types need to be converted into machine-recognizable vector types first, 
and several common character vector representations are used: one-hot encoding, integer encoding, 
and continuous encoding. However, one-hot encoding takes up too much space and integer encoding 
cannot express the relationship between semantics, so continuous encoding is chosen for character 
vectors (Li et al., 2020). Continuous character vector encoding can be obtained by models such as 
Word2Vec (Mikolov et al., 2013), Glove (Pennington et al., 2014), BERT (Dong et al., 2021), and 
ALBERT (Wang et al., 2017).

BERT is an unsupervised pretraining model for NLP. BERT set a new record for a very large 
number of data sets at the time and promoted the rapid development of the NLP field. XLNet, 
proposed by Yang et al. (2019), solved the “Mask” operation in the BERT model by using the sorting 
language model for human error. It achieved better performance in individual areas, such as reading 
comprehension. Roberta, proposed by Liu et al. (2019), improved the length of the training sequence, 
and the performance is somewhat improved over XLNet. Several improved models based on BERT 
improve it toward the perspective of the continuous heap of data and the number of parameters. To 
solve the problem of an excessive number of parameters, and improve the phenomenon that the effect 
of models with too many parameters decreases instead, ALBERT was proposed. It is a lightweight 
converter-based bidirectional encoding representation model mainly used for self-supervised learning 
in the field of language representation.

Adversarial training was developed from adversarial generative networks and was initially 
applied to improve the robustness of image processing models. In the NLP area, Alzantot et al. 
(2018) proposed a population-based optimization algorithm to find the nearest replacement words 
to generate perturbations by repeatedly selecting samples of similar target label classes at random. 
Li et al. (2019) captured important words that were meaningful for classification and then added 
small perturbations to these to generate adversarial samples to guide a deep learning classifier for 
misclassification. Gong et al. (2018) used gradient descent to perturb word vectors into target classes 
as a way to improve the quality of the adversarial text.

Early research on NER often used Support Vector Machine (SVM) (Isozaki & Kazawa, 2002), 
hidden Markov (HMM), and CRF (Lafferty et al., 2001) models that rely heavily on feature engineering 
(Li et al., 2020; Liu., 2021). Deep learning has the advantage of handling larger and more complex 
features. At the beginning, a convolutional neural network (CNN) was widely used in the image field 
and natural language processing (Mandle et al., 2022). However, due to its shortcomings, such as 
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requiring a large number of parameter adjustments, Huang et al. (2015) began to use bidirectional 
long short-term memory (BiLSTM) for feature extraction and CRF for sequence annotation. Wang 
et al. (2017) propose a gated convolutional neural network (GCNN) model for Chinese NER.

BiLSTM structure can better capture the bidirectional semantic features of the preceding and 
following text than can the unidirectional LSTM (Lan et al., 2020). The BiLSTM-CRF model is 
a benchmark model to solve the text sequence labeling problem. Zhang & Yang (2018) proposed 
a lattice LSTM model, which obtains all words for encoding by matching characters and splitting 
words, thereby fully using word and word sequence information. Zhang et al. (2019) proposed a 
character-level text model based on BiLSTM + CRF for joint training. Zhong et al. (2020) proposed 
a BiLSTM-CRF model with a self-attentive mechanism, aiming to solve the problem of Chinese 
word ambiguity and wordless boundaries.

METhod

The model proposed in this paper mainly obtains word vectors by ALBERT migration training, adds 
small perturbation factors to the obtained word vectors for local adversarial training, then inputs 
them to the feature extraction layer, adds an attention mechanism to focus more on local features in 
the BILSTM layer, and, finally, outputs labeled entities through the conditional random field. It is 
divided into four parts: embedding layer, feature extraction layer, conditional random field module, 
and adversarial training. Its overall framework is shown in Figure 2.

Figure 2. The Model Framework Proposed in this Paper: ALBERT+ Local Adversarial Training+BILSTM+Attention+CRF Note. 
ALBERT = a lite bert ; CRF = Conditional random field; BILSTM = bidirectional long short-term memory; B =Begin; I =inside; O =end ; 
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Pretrain the Layer
ALBERT has made the following improvements compared to the mainstream BERT migration model.

• The first improvement is in the factorization of embedding parameterization. The researcher 
decomposes the large lexical embedding matrix into two smaller matrices, thereby separating 
the size of the hidden layer from the size of the lexical embedding. Instead of mapping one-hot 
vectors directly to the hidden space of size H, the researcher first maps them to a low-dimensional 
word embedding space E and then to the hidden space. The details are shown in Equation (1). 
By this decomposition, the word embedding parameters can be reduced from O V H×( )  to 
O V E E H× + ×( ) , which is a very significant reduction in the number of parameters when H 
is much larger than E (Haoliang et al., 2019). This separation makes adding hidden layers easier 
without significantly increasing the number of parameters of the lexical embedding.

O V H AU O V E E H×( ) → × + ×( )  (1)

• Second, the technique is cross-layer parameter sharing. This technique avoids the increase in the 
number of parameters with the increase in network depth. Both techniques significantly reduce 
the number of parameters in BERT without significantly affecting its performance, thereby 
improving the parameter efficiency. ALBERT has a similar configuration to BERT-large, but the 
number of parameters is 1/18th of the latter, and the training speed is 1.7 times faster. ALBERT’s 
transition from one layer to another is much smoother than that of BERT, and weight sharing 
effectively improves the robustness of the neural network parameters. These parameter reduction 
techniques can also act as some form of regularization, potentially making the training more 
stable and facilitating generalization (Yang et al., 2019).

• Third, to further improve the performance of ALBERT, the researchers also introduced a self-
supervised loss function for sentence order prediction (SOP), which can significantly improve the 
performance of downstream multisentence encoding tasks. SOP mainly focuses on intersentential 
coherence, which is used to solve the problem of inefficient loss of next sentence prediction 
(NSP) in the original BERT (Yu & Reiff-Marganiec, 2022).

• In addition, the largest model, after one million steps of training, still did not overfit the training 
data. Therefore, the model can be larger, and ALBERT removes the dropout (dropout can be 
thought of as randomly removing a part of the network while making the network smaller). To 
speed up the training, LAMB(Layer-wise Adaptive Moments optimizer for Batching training) is 
used as the optimizer, and the LAMB optimizer can train a particularly large batch size (Miyato 
et al., 2017; Meng et al., 2021; Zheng et al., 2022).

Adversarial Training
The adversarial training can be summarized in the following maximum minimization Equation (2).

min E D max L x x y
z y xq

q
,
~ , ;( ) ∈

+( )



∆ Ω

∆  (2)

The inner layer (in the middle bracket) is a maximizer, where D  represents the training set, x  
represents the input, y  represents the label, q  is the model parameter, L x y, ;q( ) is the loss of a 
single sample, Dx  is the adversarial perturbation, and W  is the perturbation space (Liu et al., 2019; 
Shui et al., 2019; Zhou et al., 2019).
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This equation can be understood in steps as follows:
The goal of injecting a perturbation Dx  into �x , Dx  is to make L x x y;+( )∆ , q  as large as 

possible, that is, to make the predictions of the existing model as wrong as possible.

• Of course, Dx  it is constrained, it cannot be too large, otherwise, it will not achieve the effect 
of “looking almost the same”, so Dx  has to satisfy certain constraints, the conventional constraint 
is ∆x ≤  , where   is a constant.

• After constructing an adversarial sample x x+∆  for each sample, x x+∆  is used as a data 
pair to minimize the loss to update parameter q  (gradient descent).

• Repeat steps 1, 2, and 3 alternately.

Adversarial training serves two purposes, one is to improve the robustness of the model 
against malicious attacks, and the other is to improve the generalization ability of the model. In the 
CV(Computer Vision) task, perturbation is added directly to the original input, but for the NLP task, 
the “adversarial sample” constructed by this operation does not correspond to a word, so in turn, 
there is no way for the adversary to obtain such an adversarial sample by modifying the original input 
during the inference Chai & Zhu (2019) 

Local Adversarial Training
In terms of the sample data itself, if the criteria are whether the samples will be misclassified when 
perturbations are added, the samples can be divided into simple samples, that is, those samples 
that are not easily perturbed and are inside the class boundary, and difficult samples that are easily 
perturbed and are located around the boundary or far from the correct class boundary. The global 
adversarial training is to add the adversarial perturbation to all the original samples directly without 
sample screening; the training to exclude the simple samples and add the perturbation to the difficult 
samples only is the local adversarial training.

Suppose X
adv  

 is the adversarial sample set and ATK  is the attack method for generating 
adversarial samples; � �g l,� as subscripts denote the global and local methods, respectively. The set of 
all training samples in global adversarial training can be expressed as Equation (3).

X X X
g g adv
= +

_
, (3)

whereX ATK x
g adv g_

= ( ) . Suppose �Hard�is a difficult sample screening method, screen out the 
difficult samples from the original data, and then add perturbations to the difficult samples. The local 
adversarial sample set can be expressed as Equation (4). The set of all training samples in local 
adversarial training is

X X X
l l adv
= +

_
 (4)

During the adversarial training, if the perturbation is added directly to all samples, a large number 
of simple samples are still inside the category after adding perturbations. These adversarial samples 
become redundant because they do not contribute to backpropagation. Therefore, adding perturbations 
to the filtered difficult samples to generate adversarial samples for gradient backpropagation, which 
can avoid generating a large number of redundant adversarial samples and the computational effort 
of training, can be greatly reduced.



International Journal on Semantic Web and Information Systems
Volume 18 • Issue 1

8

The adversarial training method used in this paper is the Fast Gradient Sign Method (FGSM). 
The confusion matrix can reflect the percentage of classification errors in the samples, and the difficult 
samples in each category are attacked by pointing to the error class. Let the set of difficult samples 

of the same class be C . The sample size is S , C C C C
s= { }( ) ( ) ( )1 2

, , , , in which, each sample 

corresponds to the common true label l
true

, L corresponds to the set of real labels, and the total 
number of label classes is N . L  and C  together form the training set, which is represented as 
Equations (5) and (6).

L l l
true true

= { }, , Hard (5)

  D Top J D D C L
h

n n

n

N

= ( )( ) = { }( ) ( )

=
ρ θ, , , ,ˆ

1
 (6)

Let the sequence of counterattack labels corresponding to C  be L _tar and use conf L( )  to 
denote the labels arranged by the error probability distribution of the confusion matrix, with the 
Equation (7) relations.

L l l L l l conf L
tar tar tar tar true
= ∈ ≠{ } = ( ),  (7)

Let r
tar

 be the set of target attack perturbations of C , consisting of a number of unit perturbations 

r w
tar

s( ), herea
o

 is used to control the perturbation size; g denotes the degree; d̂  denotes the set of all 
parameters; and let  J  denote the loss calculation function. The relationship is expressed as f in 
Equations (8) and (9).

r r
tar tar

s

s

S
= { }

=

( )

1
 (8)

r
g

gtar

s
s

( )
( )

= e
2

, (9)

where g J C L
s

c tars

( ) = ∇ ( )( ) , , d̂  . Let C
tar

 be the set of generated target attack adversarial samples, 

with L  together to form the adversarial sample set D
tar

, with C L D
tar tar

,( ) ∈  , and the adversarial 
sample calculation formula is as Equation (10).

C C r c r
tar tar

s

tar

s

s

S

= − = −{ }( ) ( )

=1
 (10)

The loss function for the antagonistic sample is calculated as Equation (11).
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J D
N

J C L
tar

c L D
tar

h





, , ,ˆ ˆ

,

d d( ) = ( )
( )∈
∑

1  (11)

a  is used to control the ratio of the original corpus to the loss value of the adversarial sample, 
and the total loss of the adversarial training is as Equation (12).

Loss J D J D
L ADV tar_

, ˆ , ˆ= ( )+ −( )










α δ α δi i� �1
Ù

 (12)

The optimal parameters for the adversarial training are calculated as Equation (13).

ˆ
_

d = { }argmin Loss
L ADV

 (13)

Based on the BiLSTM-CRF model, this paper combines the idea of adversarial training and 
difficult samples to filter the difficult samples with large loss values in the data and add target attack 
local perturbation. The model improves the recognition of named entities by learning the features of 
difficult samples near the category boundaries.

BILSTM ModuLE foR ThE fuSIoN of ATTENTIoN MEChANISM

Long short-term memory (LSTM) is a recurrent neural network (RNN), as shown in Figure 3. 
LSTM solves the gradient explosion and gradient disappearance problems of the basic RNN by 
introducing a gate mechanism and a memory unit. Briefly, an LSTM unit in the input gate module 
can learn to recognize an important input and store the input in a long-term state. This state is kept 
until it is extracted when needed, as long as it is not acted upon by the forgetting gate. Therefore, the 
LSTM model can be successful. The LSTM model is characterized by capturing long-term patterns. 
Owing to its power, it has been widely used in NLP tasks, including NER and machine translation 
(Pennington et al., 2014).

Figure 3. Structure of BiLSTM Note. LSTM = long short-term memory.
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The unidirectional LSTM model neuronal information can only be passed from the front to the 
back, meaning that the input information at the current moment can only be used for the information 
at the previous moment. However, for the task of sequence labeling, a strong dependency occurs 
between the effective entities and the context. The information before the current moment and the 
information after it should be equally important. To merge the information from both sides of the 
sequence, this paper adopts a bidirectional LSTM to extract features, whose structure is shown in 
Figure 2. BiLSTM can use the information before the current moment and the information after and 
fully consider the input context information. The state can be expressed as follows.

h LSTM h x
i i i

��� � ������ � ���
= ( )−1,  (14)

h LSTM h x
i i i

��� � ������ � ���
= ( )+1,  (15)

h h h
i i i
= ⊕
��� ���

, (16)

of which, h
i

���
 and h

i

���
 are the hidden states of the LSTM before and after position i, respectively. The 

connection operation is denoted by Å .
The private BiLSTM layer is used to extract task-specific features, and the shared BiLSTM layer 

is used to learn the word boundaries shared by the task. Formally, for any sentence in task data set k, 
the hidden states of the shared and private BiLSTM layers can be computed as follows.

S BiLSTM x S è
i
k

i
k

i
k

s
= ( )−, ;

1
 (17)

h BiLSTM x h
i
k

i
k

i
k

k
= ( )−, ;

1
q , (18)

of which,q
s
 and q

k
 are the BiLSTM parameters shared by task k and the private BiLSTM parameters, 

respectively.

Attention Mechanism
Attentional mechanisms originated from the study of human vision and have been widely used in 
applications, such as machine translation and machine vision (Choi et al., 2016)[REMOVED REF 
FIELD]. Due to the relevance of the input sequences, the traditional embedding representation does 
not consider the phase between characters, the information in the input sequences is not fully utilized. 
Therefore, an attention mechanism is introduced to deeply extract lexical features and semantic 
information, so that the characters related to entities in the Chinese data set are automatically attended 
to, useless information is ignored, and local features of long text sequences are taken into account. 
The structure is shown in Figure 4.
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Let the bidirectional LSTM output vector be H h h
i i i
= ⊕





��� ���
.  The importance of the first, or the 

first character in the sentence, is quantified as the energy function, the location of the bias component. 

e w H b
i

T
i

= +( )tanh  (19)

The result of normalizing is denoted as

a
i

i

i i

e

e
=

( )
∑ ( )
exp

exp
. (20)

The attention weights are calculated based on the dynamic scale as

H H
i
'

i i
= ⋅a . (21)

The attention weight assignment method is used to change the probability matrix of bidirectional 
LSTM output, which can take into account more local features and improve sequence annotation 
results for CRF layers.

CRf Module
The CRF belongs to the probabilistic undirected graph model in the probabilistic graph model. That 
is, a joint probability distribution P Y( )  is represented by the undirected graph G V E= ( ),  
represented by the graph G. The set of nodes of V  denotes Y  of a series of random variables. The 
set E  of edges denotes the dependence between the random variables. If the joint probability 

Figure 4. Attention Mechanism Structure Note. Q= Query;K=Key;V=Value.
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distribution P Y( )  satisfies pairwise, local, or global Markovness (which is equivalent to the fact 
that each random variable in the graph, and the random variables adjacent to it, are conditionally 
independent of each other given that the points in the graph are not adjacent to them), then this joint 
probability is said to be a probabilistic undirected graph model, that is, a CRF (Choi et al., 2016; 
Zhou et al., 2019). 

The greatest characteristic of the probabilistic undirected graph model is that the joint probability 
is easy to factorize. Additionally, the joint probability can be easily decomposed into the form of 
probability multiplication by the potential function on the largest group, facilitating the calculation 
of probabilities (Ma et al., 2022).

The CRF model is used to solve the problem of predicting the conditional distribution of another 
set of output random variables given a set of input random variables. The model is predicated on the 
assumption that the random variables constitute a Markov random field. The linear chain conditional 
random field was proposed by Lafferty in 2001. At present, the linear chain CRF model is the most 
classical approach to solve the sequence labeling problem. Specifically, if the observation sequence 
is Equation (22), the one-to-one corresponding labeled sequence is Equation (23). The CRF model 
is to construct the conditional probability between the two P Y X( )  .

X x x x
n

= { }1 2
, , ,  (22)

Y y y y
n

= { }1 2
, , ,  (23)

The CRF labeling process can be formalized as follows.

o w b
i s s
= +''  (24)

s x y o T
i

N

i y y yi i i
,

, ,( ) = +( )
=
∑ −
1

1
 (25)

y arg s X Y
v Yv

= ( )
∈
max , , (26)

where w
s

 and b
s

 are trainable parameters,o
i yi,

represents the character x
i
 of the first y

i
 score of the 

first tag,  T  is a transformed score matrix that defines the scores of two consecutive tags, and   Y
x

denotes the sequence of all candidate tags for a given sentence x . In the decoding process, we use 
the Viterbi algorithm to obtain the predicted tag sequences. In the training, we utilize the negative 
log-likelihood objective as the loss function. The probability of the ground truth label sequence is 
calculated as
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P y X
s X y

y Y

s x y

X

ˆ
,

,

ˆ

ˆ( ) =
( )

∈

( )∑
e

e


, (27)

where Y
X

 denotes the set of all possible labels, the numerator s function denotes the score of the 
correct label, and the denominator s function denotes the sum of the scores of each possible label. 
In the training process of the CRF model, the loss function is defined as:

L P y x
ner
= − ( )log ˆ , (28)

The value of the loss function is calculated, and the network parameters are continuously updated 
until the end of the iteration. The CRF is a log-linear model defined on time-series data with the ability 
to express long distance dependence and intersection features, which can better solve problems such 
as labeling bias. Many studies show that the model is useful for NER techniques.

ExPERIMENT

Experimental Setup
The open-source text classification data set THUCTC(Tsinghua Chinese Text Classification) from 
Tsinghua University and The People’s Daily 2004 news corpus is used as the data set. In this paper, 
the data sets are fielded and textually annotated by manually using three entity types (person, place, 
institution names). Table 2 shows the detailed number of data sets used in this paper.

Three algorithms were chosen for the comparison:

(1)  Comparison experiments of different embedding methods

The experiment uses the ALBERT, BERT, and Word2Vec embedding methods to obtain the 
vector representation of the input after BILSTM-CRF, BILSTM-Attention-CRF for Chinese NER 
task experiments. This comparative experiment used The People’s Daily 2004 news data set, and the 
perturbation factor e is 0.5. The experimental results are shown in Table 5.

(2)  Comparison experiments of different Chinese NER models

This experiment adopts the Word2Vec + Adversarial training + BiLSTM + Attention + CRF, 
and the model AAA(ALBERT+ Adversarial + Attention + BiLSTM + CRF (the model proposed 
in this paper, ALBERT + Adversarial training + BILSTM + Attention + CRF) for comparison in 

Table 2. Data Set

Data set          Training set          Validation set

         People’sDaily                20864                2318

THUCTC                10748                1343

Note. THUCTC = tsinghua chinese text classification.
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experiments of Chinese NER tasks. This comparative experiment used The People’s Daily 2004 news 
and THUCTC data sets, and the perturbation factor e is 0.5. The experimental results are shown in 
Table 6.

(3)  Comparison experiments of different perturbation factors

For the AAA + BiLSTM + CRF and Word2Vec + Adversarial training + BiLSTM + Attention 
+ CRF model, different perturbation factors were set for the experiments to analyze the effects of 
different perturbation factors on the experiments. The data set used was The People’s Daily. The 
experimental results are shown in Table 7.

Evaluation Metric
In this paper, the experimental evaluation metrics are Precision (P), Recall (R), and F1 values, which 
are used to evaluate the performance of the Chinese NER model, and a predicted tagged entity is 
considered correct when and only when it matches the real entity:

Precision
Identifythecorrect numberof entities

Numberof
=

� � � � �

� �� �
%

entities identified
×100 � (29)

Recall
Identifythecorrect numberof entities

Numberof en
=

� � � � �

� � ttities inthesampleset� � � �
%�×100  (30)

F
Precision Recall

Precision Recall1

2
100=

⋅ ⋅
+

× %  (31)

Experimental Environment
This experiment is based on the TensorFlow deep learning framework design, using the Python 
language implementation. The experimental running platform is pycharm2021.2.3 (64-bit), the video 
memory is 8 GB, and the GPU is NVidia GTX 1080.

Model Parameter Settings
The Gaussian error linear unit algorithm is used as the activation function, and the random deactivation 
rate (dropout) function is used to reduce the effect of overfitting.

The main model parameters are set as follows:
The length of the character vector is 200, the size of the ALBERT hidden layer is 768, the 

ALBERT learning rate is 1e-4, the dropout value is 0.1, the training round epoch is 10, and the batch 
size is set to 16.0.

RESuLTS

Analysis of the experimental results leads to the following conclusions.
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1)  As shown in Table 3, on the baseline model BiLSTM + CRF, the F1 of ALBERT showed an 
improvement of 6.13 over the Word2Vec method and a slight decrease of 0.66 over the BERT 
method, BERT performed best.

2)  As shown in Table4, adding the attention layer after the feature extraction layer can take into 
account the local features of the sequence text, and the performance of the NER algorithm 
has a small improvement. Compared with the baseline model BILSTM-CRF, ALBERT 
improved the F1 value by 5.55 over the Word2Vec embedding method. Compared to the model 
ALBERT+BILSTM+CRF, the addition of the attention mechanism improved the F1 value by 
0.99. The best performer was the BERT + BiLSTM + MHA (multiheaded attention mechanism) 

Table 3. Results of the BILSTM-CRF Experiments Under Different Embedding Methods

       

Table 4. Comparison of the Results of Model Experiment I

         Embedding 
mode

               Model         P R F1

         Word-2vec BiLSTM + CRF         0.8646 0.8618 0.8632

BERT         0.9327 0.9296 0.9311

ALBERT         0.9234 0.9211 0.9245

BERT BiLSTM+MHA+CRF         0.9378 0.9342 0.9360

Word-2vec          BiLSTM + Attention 
+ CRF

        0.8831 0.8769 0.8789

         ALBERT         0.9362 0.9285 0.9344

Note. ALBERT =a lite bert ; BERT = bidirectional encoder representations from transformers; BILSTM = bidirectional long short-term memory; CRF = 
conditional random field; MHA = multiheaded attention mechanism.
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+ CRF model (Ma et al., 2022), which achieved an F1 value of 0.9360. This was slightly higher 
than the ALBERT+BILSTM+Attention+CRF model, and it may be because the multiheaded 
attention mechanism performs better on this data set.

3)  As shown in Tables 4 and 5SSS, the experimental data show that the method with the addition 
of adversarial training in the Word2Vec embedding approach improves the F1 value by 3.15 
over the baseline model BILSTM-CRF. In the ALBERT embedding method, the F1 value of the 
model, proposed in this paper is significantly higher, by 1.19 over ALBERT+BiLSTM+CRF. 
However, in Table 5, under the same conditions, the F1 value of People’s Daily is lower when 
doing the NER task on the THUCTC. The reason for this result is that the sample size in People’s 
Daily is larger, providing more sufficient features for model learning.

Therefore, adversarial training cannot play an optimal role in such large sample data. By contrast, 
the relatively small sample size of the THUCTC with a relatively small number of samples subtly 
expands the corpus data by adding only slightly perturbed adversarial samples distributed around 
the original samples. This addition has a positive significance for the model to fully learn the sample 
features.

Table 5. Comparison of the Results of Model Experiment II

         Model       Data set P R F1

     Word-2vec+Adversarial Training 
         + BiLSTM +Attention + CRF

      People’s Daily 0.9257 0.8916 0.8947

      THUCTC 0.9411 0.8593 0.8989

     AAA+ BiLSTM+ CRF 
         (methods proposed in this paper)

      People’s Daily 0.9471 0.9242 0.9364

      THUCTC 0.9518 0.9319 0.9435

Note. BILSTM = bidirectional long short-term memory; CRF = conditional random field; THUCTC = tsinghua chinese text classification. .

Table 6. Results of Experiment III

Model          Perturbation 
factor

               P                R                F1

Word-2vec + 
Adversarial 
Training 
    + BiLSTM + 
Attention + CRF

               0.3                0.9279                0.8489                0.8864

               0.5                0.9257                0.8916                0.8947

               0.8                0.9321                0.8522                0.8878

     AAA + 
BiLSTM 
         (methods 
proposed in this 
paper)

               0.3                0.9288                0.8512                0.8894

               0.5                0.9471                0.9242                0.9364

               0.8                0.9428                0.8873                0.9112

Note. AAA =a lite bert+ adversarial+attention ; BILSTM = bidirectional long short-term memory; CRF = conditional random field.
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4)  The experimental data in Table 6 show that different perturbation factors affect the experimental 
results differently (and not the larger the perturbation factor, the better the experimental results). 
Among the three perturbation factors set, 0.5 has the best effect.

CoNCLuSIoN

To improve the accuracy rate of named entity recognition on Chinese data sets, this paper proposes 
a Chinese NER method that incorporates ALBERT adversarial training and attention mechanism: 
AAA+BiLSTM+CRF.

For this experiment, two Chinese data sets, People’s Daily 2004 and Tsinghua University open-
source text classification, are collected and collated. Inspired by transfer learning, the method first 
introduces the ALBERT pretrained language model, and the obtained word vector can enhance the 
dependency relationship between any two words. The idea of difficult sample screening is adopted 
for the word vector to screen out the difficult samples containing a large number of boundary samples 
that have a critical effect on the model performance. Using the property that the boundary samples 
are easily perturbed, we combine the target attack method based on the error probability distribution 
of the confusion matrix to generate the samples used for adversarial training. After the BiLSTM 
coding, the task’s shared and private features are obtained, filtered by the attention layer. The best 
entity annotation is obtained by CRF.

Through experiments, the proposed model is proven to obtain good experimental performance 
in Chinese NER and has certain effectiveness.

Future research efforts will continue in the area of NER around the accuracy rate of related 
algorithms based on migration learning and adversarial training on domain-specific data sets, for 
example, in fields such as architecture.
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