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ABSTRACT

The topic about consensus target track seeking for high-order nonlinear multi-agent systems (MASs) 
with unmodeled dynamics, dynamic disturbances, and dead-zone input is considered in the paper. 
Using the strong nonlinear map characteristic of radial basis function neural networks (RBFNNs), 
the complex functions arising from recursive procedure are simplified. Also, inspired by input-to-
state practical stability (ISpS), the authors construct a dynamical signal in order to counteract the 
impact of unmodeled dynamics and dynamic disturbances. The bounded inequality expression has 
been applied to tackle the unknown input of dead zone. Based on this, consensus control protocol 
suitable for nonlinear constraints has been constructed by using the recursive backstepping technique 
and adaptive neural network method. Theoretical analysis indicates not only the uniform boundary 
of all signals in the closed-loop under the neuro-based consensus controller, but uniform ultimate 
convergence of consensus tracking errors. The final simulations also confirmed the correctness of 
the theoretical analysis.
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INTRODUCTION

Because of the widespread use of MASs in robot network systems, rotorcraft-based unmanned aerial 
vehicle (RUAV) systems, flight systems, biochemical processes, jet engines and so on, consensus 
seeking in complex MASs has been pursued for several decades. Various excellent nonlinear 
technologies have been applied to controller design for MASs, such as neural network control, 
adaptive control, robust control and backstepping control. Furthermore, combined with some of 
these control methods, many considerable achievements have been obtained (Sader et al., 2021; 
Zhao, Tiao & You, 2022; Liu, Wang & Cai, 2021; Shen, Huo & Saab, 2021; Xiao & Dong, 2021). 
The authors proposed a new neuro-based distributed controller in (Liu, Hu & Li, 2023) to achieve 
formation cooperation for leader-follower MASs, and a novel Lyapunov function was built to eliminate 
the influence of state delays. The full-state feedback NNs containment controller was presented for 
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robots with flexible joints while ensuring the security of the robot in (He, Yan & Sun, 2018). The 
new adaptive fuzzy tracking algorithm was reported in (Sun, Su & Wu, 2020; Zhou & Tang, 2020; 
Chang, Zhang & Alotaibi, 2020) for nonlinear switched systems. The major characteristics of these 
distributed control methods are summarized as follows: (i) the nonlinear functions were not required 
to be known or expressed as linear parametric models because of the strong approximation ability of 
NNs; (ii) the methods in (Liu, Wang & Cai, 2021; Shen, Huo & Saab, 2021; Xiao, & Dong, 2021) 
all related to a common issue of `computer explosion’ resulting from repeated differentiations in the 
standard recursive backstepping process; and (iii) the number of adjusted parameters in (Liu, Hu & Li, 
2023; He, Yan & Sun, 2018) was too large because it was dependent on the quantities of NN nodes. 
To overcome the weakness of (ii), the DSC technique was combined with backstepping control to 
design controllers for multiagent systems (Sun & Ge, 2022; Yang, Zhao & Yuan, 2022), stochastic 
systems (Chen, Yuan & Yang, 2022), and multi-input multioutput systems (MIMO) (Aghababa & 
Moradi, 2021). Meanwhile, the problem addressed in (iii) was resolved by taking the norm square’s 
upper bound of the weight vector instead of the vector itself for estimation (Jiang, Su & Niu,2022; 
Shahvali & Askari, 2022); however, there were still too many parameters to be estimated. On the 
other hand, notably, unmodelled dynamic and uncertain perturbations widely exist in many industrial 
plants. Their existence can affect the control performance, even making it unstable. The existence of 
unmodelled dynamics that may cause system instability was first initiated in (Krstic, Sun & Kokotovic, 
1996). Meanwhile, dynamic nonlinear damping design was introduced for linear input unmodelled 
dynamics to solve global asymptotic stability problems. Furthermore, nonlinear unmodelled dynamics 
were discussed in (Chang, Zhang, & Alotaibi, 2020), and stochastic cases were discussed in (Li, Li 
& Chen, 2015; Zhu, Liu & Wen, 2020). A fuzzy control strategy was proposed by constructing an 
auxiliary dynamical signal aimed at nonlinear systems limited to unmodelled dynamics in (Yang & 
Wang, 2016). The fuzzy self-adapting control approach has been discussed by integrating the small-
gain approach into the backstepping technique focusing on stochastic systems under the constraint 
of unmodelled dynamics in (Sun, Su &Wu, 2020). Despite these achievements, to date, few studies 
have focused on tracking systems with existing networked communication, unmodelled dynamics 
and external perturbations.

Although neuro-based backstepping technologies have made great achievements, most of the 
results were based on the actuator of each follower running in good condition. However, nonsmooth 
nonlinear inputs such as hysteresis, input quantization (Chang, Huang & Park, 2020; Qin et al., 
2019) and dead zones commonly exist in industrial systems and devices, such as biological optics, 
electric servomotors and mechanical actuators. Among them, the nonlinear dead-zone input, which 
means that the actuators cannot perform accurately what the controller requires, has a considerable 
influence on the system. The system performance may be severely degraded arising from dead-
zone existence, which is valuable but most likely to be neglected in control design, especially for 
distributed control of MASs. The problem of a fuzzy adaptive controller was discussed for a single 
agent system with nonlinear input in (Li & Tong, 2014; Wu, Sun & Su, 2022), second-order MAS 
control with dead-zone inputs was considered in (Shen & Shi, 2016) and high-order stochastic MASs 
in (Hua, Zhang & Guan, 2017). Nevertheless, the systems considered in (Shen & Shi, 2016) and 
(Hua, Zhang & Guan, 2017) did not involve unmodelled dynamics. Although some useful results 
have been obtained for dealing with unmodelled dynamics, most research achievements work for a 
class of simple systems, and those controllers cannot be directly applied to nonlinear systems with 
existing networked communication. The primary reason for this is that the state of each subsystem 
is affected by subsystems that communicate with it. In addition, the methods developed in (Shen & 
Shi, 2016) and (Hua, Zhang & Guan, 2017) are not suitable for the systems described in this paper 
because they lack robustness of unmodelled dynamics and dynamic disturbances. The controller of 
each follower depends not only on the information of itself but also on its neighbours. How to address 
the distributed design for MASs with nonlinear dead-zone input and unmodelled dynamics is the 
most important motivation of our work, which will be more complex and challenging.
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Based on the discussion above, we focus on solving the consensus control law design problem 
for MASs with unmodelled dynamics, dynamic disturbances and dead-zone input. The contributions 
of our research are as follows: (i) each dynamic equation is equipped with unmodelled dynamics, 
dynamic disturbances and dead-zone input, which make systems more general and closer to the actual 
systems; (ii) the “computer explosion” problem in (Liu, Wang & Cai, 2021; Shen, Huo & Saab, 2021; 
Xiao & Dong, 2021) caused by the backstepping recursive procedure is removed by combining the 
dynamic surface control technique with RBFNNs; (iii) only one parameter needs to be estimated for 
each follower compared with the number of estimated parameters in (Liu, Hu & Li, 2023; Hu, 2012); 
thus, the computation cost is greatly reduced; and (iv) the proposed controller is robust to unknown 
dead-zone parameters, unmodelled dynamics and dynamic disturbances.

The remainder of the paper is structured as follows. Section 2 gives the preliminaries. Section 
3 states the research question and hypothesis conditions. Section 4 details the design steps of the 
consensus controller and provides proof of system stabilization. Section 5 validates our proposed 
algorithm through simulations. Section 6 concludes the paper.

BACKGROUND

In this section, we first formally state the consensus problem of multi-agent systems with unmodelled 
dynamics, unknown dynamic disturbances and input dead-zone. Then, the authors proceed to discuss 
the related works in the field.

Problem Statement and Assumptions
Considering an MAS, which contains a single leading node and M  following nodes, all the nodes 
exchange their information through a directed network. The system dynamical equation of the l th 
agent is expressed as follows:
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where v
l
 indicates the dead-zone input and b

l a,
< 0  and b

l c,
> 0  are unknown.

Remark 1. To the best of our knowledge, high-order MASs without dead-zone input have been 
discussed in (Shahvali & Askari, 2022; Hasib, Towhid & Islam, 2021), and high-order nonaffine 
MASs without unmodelled dynamics have been studied in (Pradhan et al., 2022). It is interesting to 



International Journal on Semantic Web and Information Systems
Volume 19 • Issue 1

4

see that the follower in (1) includes three characteristics: unmodelled dynamics, dynamic disturbances, 
and dead-zone input. Therefore, the MASs we consider are more general.

In our work, the research target is to explore a suitable tracking law to all the following nodes 
for system (1) such that it can asymptotically synchronize to the desired output, while it can reach 
global boundness to all system signals of the closed-loop systems.

To realize the above control strategy, several useful assumed conditions and lemmas need to be 
prepared.

Assumption 3.1 The nonlinear gain g
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Based on Assumption 3.3, by means of the differential intermediate value theorem, the dead-
zone input expressed by the piecewise function in (2) can be transformed into a parametric expression 
as follows:
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Graph Theory (Qin et al., 2019)
The information flow between followers is expressed through a digraph R={ , }Μ Η , in which M  
represents the nonempty collection of nodes, and the collection of directed edges is expressed as 
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Neural Network
NNs have been widely applied to data processing (Srivastava et al., 2022; Hasib, Towhid & Islam, 
2021; Pradhan et al., 2022), pattern classification and recognition (Chiang et al., 2022; Hammad et 
al., 2021; Yen, Moh & Moh, 2021), and blockchain technology (Nguyen et al., 2021) owing to their 
strong learning and approximation capability. For an unknown continuous nonlinear function g K( ) : 
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PROPOSED METHOD

The distributed consensus control design is carried out for system (1) with the backstepping recursive 
design approach. Then, the analysis of stability is carried out via Lyapunov’s direct method. For 
simplicity, we omit t , x

l s,
 and X
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 in the corresponding functions for the following control design 

procedures.

Neuro-Based Consensus Controller Design
To keep the design simple, we define the unknown positive constant as
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r
r c r z z d

l lλ
λ λ γ

0
0 0

1
0

2 2
1

4 2
1

2
0
21

2

1

2
 ≤− −( ) + +( )− −

, ,
	 (21)

z z
l l l l l l, , , , , ,1 1 1

2
1

2
1

2
1
21

2

1

2

1

2
∆ ≤ + + + +











ϕ ϑ ϑ 	 (22)

− ≤










∈ ∈
∑ ∑z
a

p
z

a

pl

l k

k N
k l

l k

k N
k

l ll l

,

,

, ,

,

,1 1 1
2

2

1
2∆ ϕ ++ +











+ +
−

∈
∑

ϑ

ϑ

k

k
k Nl

N

,

,

1
2

1
2

1

2

1

2

1

2

	 (23)

Substituting (21)-(23) into (20), we obtain

V z g z F Z g z

c

l l l l l l l l ll, , , , , , , , ,
( ) ( )

1 1 1 2 2 1 1 1 1
2

0 0

1

2
≤ + + + −

−

( )ξ α

λ−− −

∈

−( ) − + + + +∑1
0

2 2
1

2
1
2

1
2

0
21

2

1

2

1

2

1

2 2
λ ϑ ϑr z d

N
l l k

k Nl

, , ,

	 (24)

where

F Z f
a

p
g x

b

p
y g z

z

l l l

l k

lk
k k r l

l

m
l

l
l, , ,

,

, , ,

,

( )
1 1 1

1
1 2 1

1

1

2
= − − +

+

=
∑ 

ϕ
ll l

l k

k N
k k

l

a

p
l

, ,

,

, ,1
2

1
2

2

1
2

1
2 1

2
+ + + +


















∈
∑ϑ ϕ ϑ




















+ +z z z
j j j, , ,

( )
1 1

3 2
1

21

2
γ

	 (25)

is an unknown nonlinear function with Z x x x z y r
l l k k l r

T

, , , , ,
, , , , ,

1 1 1 2 1
= 


 .
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By employing an RBFNN W S Z
l
T
l l, , ,

( )
1 1 1

 to approach unknown continuous nonlinear expression 
F Z
l l, ,

( )
1 1

, we have

F Z W S Z
l l l

T
l l l, , ,

*
, , ,

( ) ( )
1 1 1 1 1 1

= + d 	 (26)

where d
l,1

 represents the error between the approach value and the actual value, and there is an upper 
bound | |

, ,
d d
l l1 1

£ .
To simplify the expression, the parameter Z

l,1
 is omitted from the function expression.

Utilizing Young’s inequality and (12), it is further obtained that

z W S z W S

z g S
z

l l
T
l l l l

l j l

l

l

, ,
*

, , ,
*

,

, ,

| |

tanh

1 1 1 1 1 1

1 1

≤

≤       θ  

,, ,

,
,

1 1

1
1

 S
gl

l
ll lε

θ ε











+

	 (27)

z z
l l l l, , , ,1 1 1

2
1
21

2

1

2
d d≤ + 	 (28)

where e e
l l, ,

.
1 1

0 2785= .
Formulas (26)-(28) are substituted into (24) to yield

V z g z g S
z S

l l l l l l

l l

l
l l, , , , , ,

, ,

,

tanh
1 1 1 1 1 1

1 1

1

≤ +











α θ

ε


− + +

+

      

      

1

2 1
2

1 1 2 1 1 2
g z z g g z z

D

l l l l l l l l

l

, , , , , , ,
ξ

,,1 0 0
1

0
2 2− −( )− −c rλ λ

	 (29)

where D g
N

d
l l l l k

k N
l l

l

, , , , ,1 1 1
2

1
2

1
2

0
21

2

1

2

1

2 2

1

2
= + + + + +

∈
∑θ ε δ ϑ ϑ .

Selecting the first virtual control law a
l,1

, which is expressed by

α θ
εl l l l

l l

l
l

k z S
z S

, , , ,

, ,

,

ˆ tanh
1 1 1 1

1 1

1

= − −











	 (30)

where k
l,1

0>  and e
l,1

0>  are selected control parameters, it is obtained that

z g k g z z g S
z S

l l l l l l l

l l

l
l l l, , , , , , ,

, ,

,

ˆ tanh
1 1 1 1 1

2
1 1

1 1

1

α θ
ε

≤− −











	 (31)

Applying Young’s inequality, the formula below is achieved through calculation:
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g z z g z g z
l l l l ll l, , , , ,1 1 2 1

2
2

21

2

1

2
≤ + 	 (32)

Substituting Formulas (31) and (32) into (29) yields

� �V k g z z g S
z S

l l l l l

l l

l
l l l, , , , ,

, ,

,

tanh
1 1 1

2
1 1

1 1

1

≤− +









θ

ε



+ + + − −( )− −    z g g z D c r
l l l l ll, , , , ,1 1 2 2

2
1 0 0

1
0

2 21

2
ξ λ λ

	 (33)

To overcome the “explosion of differentiation of the virtual control”, we introduce the filtering 
p
l,2

, which is produced by passing through a first-order filter with constant l
l,2

 of virtual control a
l,2

 
as

l
l l l l, , , ,2 2 2 1
π π α+ = ,π α

l l, ,
( ) ( )

2 1
0 0= 	 (34)

Step s  (2 1≤ ≤ −s m ): Following a similar process to the above at each step.
The time derivative of z

l s,
 becomes

 z f g x
l s l s l s l s l s l s, , , , , ,
= + + −+1

∆ p 	 (35)

Choosing the following Lyapunov candidate function

V V z
l s l s l sl s, , ,,
= + +−1

2 21

2

1

2
x 	 (36)

The differential operator of V
l s,

 along (35) satisfies





 

V z f g x

V
l s l s l s l s l s l s

l s l s

l s

l s

, , , , , ,

, ,

,

,

= + + −( )
+ +

+

−

1

1

∆ π
ξ ξ

	 (37)

Utilizing Young’s inequality again and (11), the following expression can be obtained:

z z z
l s l s l s l s l s l sl s, , , , , ,,
∆ ≤ + + + +( )2 2 2 2 21

2

1

2

1

2
ϕ ϑ ϑ 	 (38)

Substituting (16), (17) and (38) into (37), we obtain
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V z g z F Z

g

l s l s l s l s l s l sl s l s

l

, , , , , ,, ,
( ) ( )≤ + + +

−

( )+ +1 1
ξ α

        zz z V
l s l s l s l s l s l s, , , , , ,
2 2 2

1

1

2

1

2
− + + + −ϑ ξ ξ 

	 (39)

where

F Z f g z z
l s l s l s l l s l s l s l s l s, , , , , , , ,

( ) ( ( ))= + + + −+1 2 2ϕ ϑ π 	 (40)

is a nonlinear function with unknown items and

Z x z r
l s l s l s l s

T
, , , ,

[ ], , ,= p .	

An RBFNN W S Z
l s l s l s
T
, , ,

( )  is applied to approach the uncertain nonlinear function F Z
l s l s, ,

( ) , and 
we have

F Z W S Z
l s l s l s l s l s l s

T
, , , , , ,

*( ) ( )= + d 	 (41)

where d
l s,

 represents the approach error with upper bound | |
, ,

d d
l s l s

£ .
According to Young’s inequality and (12), we have that

z W S z W S

z g S
z

l s l s l s l s l s l s

l s l l l s

l

T
, , , , , ,

, ,

,

* *| |

tanh

≤

≤        θ ss l s

l s
l l l s

S
g

,

,
,ε

θ ε











+

	 (42)

z z
l s l s l s l s, , , ,
d d≤ +

1

2

1

2
2 2 	 (43)

where e e
l s l s, ,

.= 0 2785 .
Substituting Formulas (41)-(42) into (39) yields

V z g z g g z z

g z z

l s l s l s l s l s l s l s l s

l l s

l s l s, , , , , , , ,

,

, ,
≤ + +

− +

+ +α ξ
1 1

2
ll s l l l s

l s l s

l s

j j j k

g S
z S

g

, ,

, ,

,

,

tanhθ
ε

θ ε δ













+ +
1

2 jj k j k j k j k j k
V

, , , , ,
2 2

1

1

2

1

2
+ + + + −ϑ ξ ξ 

	 (44)

Based on the above, virtual control law a
l s,

 is expressed by the following equation:

α θ
εl s l s l s l l s

l s l s

l s

k z S
z S

, , , ,

, ,

,

ˆ tanh= − −











	 (45)
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where k
l s,

> 0  and e
l s,

> 0  are design parameters; then, we obtain

z g

k g z z g S
z S

l s l s l s

l s l l s l s l l l s

l s l s

l s

, , ,

, , , ,

, ,

,

ˆ tanh

α

θ
ε

≤− −




2 







	 (46)

Once again, we use Young’s inequality, which is obtained

g z z g z g z
l s l s l l s ll s l s, , ,, ,+ +≤ +

1
2

1
21

2

1

2
	 (47)

Plugging Formulas (46) and (47) into (44) yields

� �V z g S
z S

l s l s l s

l s l s

l s
j
s

m

j, , ,

, ,

,

tanh≤










=

−

∑θ ε1

1



− + +
=

−

=

−

+
=

∑ ∑ ∑    k g z z g
l s l l s l s l s l s

s

m

s

m

l s
s

m

, , , , ,,
1

1
2

1

1

1
2

ξ ξ �ξξ

λ λ

l s

l l sl s
g z D c r

,

,,
    + + − −( )+

− −1

2 1
2

0 0
1

0
2 2

	 (48)

where D D g
l s l l l s l s l sl s, , , ,,
= + + + +−1

2 21

2

1

2

1

2
θ ε δ ϑ .

Similar to step 1, we introduce virtual filtering p
l s, +1

, which is produced by a first-order low-pass 
filtering of virtual control a

l s,
, and the filter coefficient is constant l

l s, +1
:

l
l s l s l s l s, , , ,+ + ++ =

1 1 1
π π α , π α

l s l s, ,
( ) ( )+ =

1
0 0 	 (49)

Step m : We construct the actual control signal v
l
 in this step. The derivative of z

l m,
 is

z g K t t v v F Z
l m l m

T
l m l ml l l l l, , , ,

( ) ( ) ( ) ( )= +( )+Φ r 	 (50)

where

F Z g z

z

l l m l m l m

l m l

m l, , , ,

, ,

( )= +










−

+

1
1

2
π

ϕ           
mm l m l m

f2 2+( )+ϑ
, ,

	 (51)

is an unknown nonlinear formula with
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Z x z r
l l l l

T
m m m m, , , ,

[ , , , ]= p 	

We define a new auxiliary variable to facilitate design

v k z S
z S

l ll m l m l m

l m l m

l m

= +











, , ,

, ,

,

ˆ tanhθ
ε

	 (52)

Based on this, the actual control law v
l
 and adaptation law for parameters q

l
 and b

l
 are built 

below:

v
z v

z v
l

l l

l l l

l m

l m

= −
+

,

,

ˆ

ˆ

β

β ξ

2 2

2 2 2 2
	 (53)

ˆ tanh ˆ
, ,

, ,

,

θ γ
ε

µ θ
l lj

k

m

l k l k

l k l k

l k

z S
z S

=











−

=
∑

1
ll
	 (54)

ˆ ˆ
,

β γ ββl m l ll
z v

l
= − 	 (55)

where b̂
l
 is the estimated value of b

l
, b

l l
m= 1

0
/

,
 with m m m

l l r l k, , , , ,
min{ , }

0 0 0
= ; k

l nl,
, w

l m,
, g

l
, 

m
l
 and γβl  are all positive parameters.

Choosing the Lyapunov candidate function

V V z m g
l l m l m lm

l
l l l, , , ,

= + + +−1
2 2

0
21

2

1

2

1

2γ
θ β  	 (56)

Following a similar procedure from (40) to (43) with k m= , to take the derivative of V
l m,

 along 
(50), we obtain

�V z g S
z S

l m l m l m l m

l m l m

l m
l, , , ,

, ,

,

tanh≤
















θ
ε

)+ + − − +

−

K t t v v v z g

m g

j
T

j j j j
j
j j j m j m j

j j j

( ) ( ) ˆ

ˆ

, ,

,

Φ
1

0

γ
θ θ ρ

β

� �

� �� �β θ ε δ ϑ
j j j j m j m j m j m

g V+ + + + + −, , , ,

1

2

1

2

1

2
2 2

1

	 (57)

By using Lemma 3.4 and K t t m
l l
T

l
( ) ( )

,
Φ ≥

0
, the following result holds:
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z g K t t v

g K t t
z v

z

l m l m
T

l m
T l m

l m

l l l

l l

l l

l

, ,

,

,

,

( ) ( )

( ) ( )
ˆ

ˆ

Φ

Φ= −
2 2 2

2

β

β22 2 2

0

2 2 2

2 2 2 2

0

v

m g
z v

z v

m g z

l l

l

l l

l l l

l l

l

l m

l m

l l

+

≤−
+

≤ −

ξ

β

β ξ

ξ

,

,

,

, ,

ˆ

ˆ

mm l l l l
m g v

,
ˆ

0
β

	 (58)

By Young’s inequality, the two inequality expressions can be obtained as follows:

2

2

2 2

2 2

µ θ θ µ θ µ θ

γ β β γ β γ ββ β β

l l l l l l l

l l l ll l l

 

 

ˆ

ˆ
≤− +

≤− +
	 (59)

Plugging Formulas (58) and (59) into (57) yields

� �V k g z c r

m

l m l k
k

m

l kl
l

l
l, , ,

( )≤− − − −

−

=

− −∑
1

2
0 0

1
0

2 2 2

2
1

2

λ λ
µ

γ
θ

     
ll l m l m

l k
k

m

l k l k l k
k

l l l
g z g

z g

l, , ,

, , , ,

0
2

1

1

1

γ β ρ

ξ ξ

β
� +

+ +
=

−

+
=

∑     
22

m

l k l m
D∑ +�ξ

, ,

	 (60)

in which D D g
l m l m l m l m l ml l, , , , ,
= + + + +−1

2 21

2

1

2

1

2
θ ε δ ϑ .

Remark 4.1 In the literature (Shen & Shi, 2016; Hua, Zhang & Guan, 2017), the number of 
adoption parameters depends on the followers’ order or number of neurons, and it is usually higher 
than one. It is noteworthy that merely one adaptive parameter will be required to be adjusted for all 
followers in this work; thus, the computational complexity would be greatly reduced by using this 
proposed control method.

To address the unknown dead zone, Lemma 3.4 plays a crucial role. Moreover, the unknown 
inverse of the control slope is estimated online to offset the negative effect of the unknown dead zone.

Stability Analysis
According to the above analysis and deduction, the major findings are condensed as the following 
theorem. Then, the analysis of stability for a closed system and uniform boundness are demonstrated, 
which implies that all the followers can track the reference trajectory consistently.

Theorem 4.1 Considering the MASs characterized by (1), under Assumptions 3.1-3.5, each 
virtual controller (30) and (45), the resulting actual control law (53), and the parameter adaptation 
laws (54) and (55), the RBFNNs are adopted for all unknown nonlinearities. Then, the MASs can 
obtain better consensus tracking when the design parameters are properly chosen.

Proof. See Appendix.
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NUMERICAL EXAMPLE AND RESULTS ANALYSIS

In the Presence of Dead-Zone Input
In this subsection, we will carry out a simulation to test and demonstrate the validity of the main 
findings in our work. Taking the nonlinear networked system, for example, which contains one leading 
node and six following nodes, the relations between agents are represented in Fig. 1. Each subsystem 
can be described by the second-order dynamics equation.

F1:





x x x t

x x x x
x x

1 1 1 1
2

1 2

1 2 1 1 1 1 1 2

1 1
2

1 2

0 1

2 1

, , ,

, , , ,

, ,

. sin( )= + +

= + + +
22

1 1
2

1 2
2 1 1 1

1 1 1

1
0 1

+












+ +

=







x x
u t x z

y x
, ,

,

,

. sin( )







	 (61)

F2:





x x e x

x x x
x x

x

x

2 1 2 1

0 5

2 2

2 2 2 1 2 2
2 2 1

2
2 2
2

2 1

2 1

1
1

, ,

.

,

, , ,

, ,

,

,= +

= + +
+

−

22
2 2
2 2

2
2 2

2 2 1

0 1 0 2
x
u z x t

y x
,

,

,

. cos( . )











+

=











	 (62)

F3:





x x x t x x x

x x x x
3 1 3 1 3 1 3 1 3 2 3 2

3 2 3 1
2

3 1 3 2

2

1
, , , , , ,

, , , ,

sin( )

(

= + +

= + + ++ + +
=










x x u z x t

y x
3 1
2

3 2
2

3
2

3 1

3 3 1

2 0 5
, , ,

,

) cos( . ) 	 (63)

F4:





x x x t x

x x x x u z
4 1 4 1 4 1 4 2

4 2 4 1 4 2 4 2
2

4
20 1

, , , ,

, , , ,
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. cos(

= +

= + + + 00 5
3 1

4 4 1

. )
,

,

x t

y x=




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
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	 (64)

F5:





x x x t x x

x x x x x
5 1 5 1 5 1 5 1 5 2

5 2 5 1
2

5 2 5 1 5

2
, , , , ,

, , , , ,
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cos(

= +

= + +
22 5 2

2
5

2

5 5 1

2)
,

,

+ +
=
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F6:





x x t x x

x x x x u z
6 1 6 1 6 1 6 2

6 2 6 1
2

6 2 6 1 6
22

, , , ,

, , , ,

sin( )

cos( )

= +

= + + + + ccos( . )
,

,

0 5
6 1

6 6 1

x

y x=










	 (66)

where z z x= − + +
1 1
2 0 5
,

. .

u D v

v v v

v
l l l

l l l

l
= =

−( ) − ≥
− < <

−

( )

. sin( ) ( . ) .

, . .

.

1 0 3 2 5 2 5

0 1 5 2 5

0 8 0

 

 

.. cos( ) ( . ) .2 1 5 1 5v v v
l l l( ) + ≤−











	 (67)

It is easily obtained that g
l
= 1 , g

l
= 2 .

Choosing V z z( ) = 2 , we obtain

V z z z x

z z x
z

z
( ) ( . )

( )

= − + +

≤− + + + +

2 0 5

2
1

4
2

4

11
2

2 2
11
4

2

      
b

b
b

b

	 (68)

Then, the following expression is obtained by setting parameter b = 2 5. :

V z z x
z
( ) . . .≤− + +1 2 2 5 0 6252

11
4 	 (69)

Under Assumption 3.6, we can choose a a
1

2
2

2
0

0 5 2 1 0 1 2 0 625(| |) . , (| |) , ( , . ), .z z z z c d= = = ∈ =  
and g(| |) .x x

11 11
42 5= , and the dynamical signal r  is defined as

r r x= − + +2 5 0 625
1 1
4. .
,

	 (70)

The RBFNN consists of 72 nodes with centres m
l
 spread evenly on the interval [ , ]-3 3  with 

widths f
l
= 2 ; thus, the continuous nonlinear expressions can be approximated with the help of the 

RBFNN.
The target trajectory is selected as follows:

y t
r
= sin( ) 	 (71)

The simulation parameters are: g g g g g g
1 1 1 2 2 1 2 2 3 1 3 2

35
, , , , , ,
= = = = = = , g g

4 1 4 2
25

, ,
= = , 

g g
5 1 5 2

20
, ,
= = , g g

6 1 6 2
15

, ,
= = , m

j
= 0 2. , w

j i,
.= 0 01 , k

1 1
25

,
= , k

1 2
35

,
= , k

2 1
30

,
= , 

k
2 2

25
,
= , k

3 1
25

,
= , k

3 2
25

,
= , k

4 1
20

,
= , k

4 2
30

,
= , k

5 1
20

,
= , k

5 2
20

,
= , k

6 1
20

,
= , k

6 2
15

,
= ,  

γβj = 1  and x
j
= 0 01. .
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Given the initial value as x T
1

0 0 1 0 2( ) [ . , . ]= − , x T
2

0 0 2 0 2( ) [ . , . ]= − , x T
3

0 0 1 0 2( ) [ . , . ]= − ,  
z( ) .0 0 1= , ˆ ( ) ˆ ( ) ˆ ( ) .q q q

1 2 3
0 0 0 0 01= = = , and the other initial conditions are all zero.

Our results are depicted in Figure 2-5. Figure 2 shows the trace curves of the output for six 
following nodes and one leading node output. Figure 3 shows the consensus tracking error signals. 
Figure 4 displays the trajectory of the estimation parameters for six followers. The actual dead-zone 
input and output for all six followers are shown in Figure 5. It can be deduced from all the above 
results that all the consensus errors uniformly approach a small range around the zero point, and 
all the adaptive parameters and control signals are bounded. We further conclude that the presented 
distributed consensus tracking control method is effective and fulfils the control target.

Figure 1. Communication diagram for all the agents

Figure 2. Output tracks of six following nodes
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Figure 3. Cooperative tracking error curves

Figure 4. Adaptive parameters q̂
j

 curves
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Remark 5.1 Figure 5 displays the curves of v
j
 and u

j
 of six followers. v

j
 represents the 

dead-zone input of u
j
, which is achieved in the last step of the backstepping recursive process. 

By definition u
j
 in (2), we can obtain that u

j
 is a piecewise function of v

j
, and it also demonstrates 

a certain nonsensitivity to small control inputs. Thus, we draw Figure 5 to show the relationship 
between v

j
 and u

j
.

Without Dead-Zone Input
To verify that our presented control algorithm can reach the same control result even with unknown 
nonlinear dead-zone input, we carry out a comparison experiment between the proposed controller 
and the controller in (Jiang, Su & Niu, 2022). The dynamic model is introduced in Section 5.1, which 
is shared by the two control methods under all the same initial values and parameter selections. All 
comparison outcomes regarding the consistency error are illustrated in Figure 6. It is concluded that 
there is little difference in the absolute value of the consensus tracking errors by comparing Figure 
3 with Figure 6. In addition, this presented control law is also applicable for more general systems, 
significantly reducing the number of adoption parameters.

CONCLUSION

In this work, a neuro-based robust adaptive backstepping control method has been developed for 
high-order MASs with unmodelled dynamics, dynamic disturbances and unknown dead zones. With 

Figure 5. Trajectories of the input signal
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the help of NN approximation, the nonlinear items produced by backstepping recursively for each 
follower are considered as a whole to be approximated. To handle unmodelled dynamics, an auxiliary 
dynamic signal is defined to build a proper Lyapunov function. The unknown nonlinear dead-zone 
input can also be decomposed to an input similar to the perturbed parts. A new inequality is introduced 
to handle the unknown dead zone. The target tracking errors will be driven to a small region of zero, 
provided proper design parameters are chosen. The proposed method does not require the dead-zone 
parameters to be known and only one parameter to be estimated for each follower. In addition, it 
is robust to unmodelled dynamics and unknown disturbances. However, the consensus errors are 
associated with the design parameters and some bounded terms of the estimated parameters, and the 
transient performance needs to be further improved. Future research can focus on developing new 
control strategies to handle input dead-zone. This includes compensation techniques of dead-zone, 
input prediction or estimation methods and feedback linearization. The current research mainly focuses 
on uniform network structure, in the future, we can explore more irregular and complex network, and 
develop more practical controllers based on these network topologies. Besides, the proposed algorithm 
can be applied to practical applications and further verified by experiments.
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APPENDIX

The global Lyapunov function is selected below:
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where Φ
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( )+ ⋅1
 is continuous and bounded with M

l s, +1
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By differentiating (A1) and using (60), one has
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Applying Young’s inequality, we obtain
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Substituting (A5)-(A7) into (A4), we obtain
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Now, by defining the parameters k
l s,
0 , m

l s,
0 , l M= 1 2, , , , and s m= 1 2, , ,  as follows:
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we have
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Using the integral over (A9) on [0,T], the following inequality is obtained:
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Let Ξ = +V
C

C
( )0 2

1

, we can easily obtain that as t →∞ , z
l s,
≤ 2Ξ .

Moreover, by the definition of the expression of V  in (A1), the bounds of all closed-loop signals are 
obviously guaranteed.


