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Abstract

This article presents research towards the development of a virtual learning environment (VLE) 
inhabited by intelligent virtual agents (IVAs) and modelling a scenario of inter-cultural interac-
tions. The ultimate aim of this VLE is to allow users to reflect upon and learn about intercultural 
communication and collaboration. Rather than predefining the interactions among the virtual 
agents and scripting the possible interactions afforded by this environment, we pursue a bottom-
up approach whereby inter-cultural communication emerges from interactions with and among 
autonomous agents and the user(s). The intelligent virtual agents that are inhabiting this environ-
ment are expected to be able to broaden their knowledge about the world and other agents, which 
may be of different cultural backgrounds, through interactions. This work is part of a collaborative 
effort within a European research project called eCIRCUS. Specifically, this article focuses on 
our continuing research concerned with emotional knowledge learning in autobiographic social 
agents. [Article copies are available for purchase from InfoSci-on-Demand.com]

Keywords:	 Cultural Differences; Human-Machine Systems; Knowledge Utilization; Social 
Learning; Storyboards 

Introduction

In addition to the popular utilisation of 
social agent simulations in areas such 

as education and academic research, 
nowadays immersive online virtual 
worlds allow social agents to be further 
enhanced through highly frequent inter-
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actions with human users. For example, 
Second Life (Linden Research, 2005), 
as a well-known and quickly evolving 
virtual society, has attracted millions of 
users to experience a new kind of social 
interaction in a virtual space. Powerful 
PCs, fast broadband connections and 
advanced 3D graphics offer users this 
alternative online reality. Interestingly, 
users’ social activity in such a virtual 
society involves high levels of cultural 
and emotional learning, as many real 
cases demonstrate that are reported 
by Ananthaswamny (2007). How well 
can we expect intelligent virtual agents 
(IVAs) to be able to cope with interac-
tions similar to those that human users 
experience in a comparable social 
context?

To answer this question, one of 
the primary goals from our research 
project eCIRCUS (2006) “Education 
through Characters with emotional-
Intelligence and Role-playing Capabili-
ties that Understand Social interaction” 
is to promote intercultural empathy. 
Cross-cultural conflicts have been the 
source of violent acts in many coun-
tries worldwide, including conflicts 
involving people who come to live in 
a different country. This background 
forms a strong motivation for our goal to 
develop a virtual learning environment 
(VLE) that supports intercultural learn-
ing and fosters intercultural empathy 
skills for its users. Through developing 
an educational role-play game named 
ORIENT with character-based emer-
gent narrative (Aylett et al, 2005), we 
aim to establish a fun way to educate 

boys and girls at the age of thirteen to 
fourteen years in the UK and Germany. 
The learning outcomes will be designed 
specifically for children native to the 
host countries and will be used by the 
entire school class.

Not surprisingly, in virtual worlds 
like Second Life or other popular online 
games, the large international user popu-
lation and the freedom given to individu-
als to openly “live” in the environment 
introduce a certain level of difficulty in 
intercultural communication. Naturally 
most users can handle problems emerg-
ing from cultural differences – without 
much effort they can understand both 
verbal and non-verbal expressions from 
other characters, which may be either 
non-player characters (NPCs) or avatars 
controlled by other users who may be 
from different backgrounds1. To achieve 
the same level of social and cultural 
understanding, IVAs are expected to 
have an interdependent (rather than 
independent) “self” – being more at-
tentive to themselves and sensitive to 
others2 (Markus & Kitayama, 1991). 
Consequently, they need to have the 
ability to be aware of cultural differences 
and to learn from others. Therefore, we 
argue that IVAs will benefit from a type 
of memory which records events that 
are meaningful to the agent personally 
and also allows them to extend their 
knowledge about others’ cultural ex-
pressions.

Like human beings, these agents 
should also respond to a stimulus situ-
ation with mediation by cognitive pro-
cessing at several different stages. As 
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reported by social psychologists (Wyer 
& Srull, 1989; Kim & Ko, 2007), effects 
of two factors play an important role 
in most phases of social and cultural 
information processing: (a) the affect 
or emotion that one experiences at the 
time information is processed and a 
judgment or decision is made, and (b) the 
agent’s “self”3. If we assume that one’s 
own emotional reaction to a stimulus 
is essentially an aspect of oneself, and 
emotions can be both cause and effect in 
relation to one’s perceptions, then these 
two factors are clearly related.

In the psychological literature, two 
different definitions of emotion are com-
monly used. According to one tradition 
emotion is viewed as a set of internal 
cognitive processes of self-maintenance 
and self-regulation, e.g. Young defined 
emotion as an “acute disturbance of the 
individual as a whole” (Young, 1936, p. 
263). Another tradition views emotion 
as an adaptive and organising response 
because it can motivate forces and direct 
activity (Salovey & Mayer, 1990). Both 
definitions seem to naturally assume that 
these cognitive processes or responses 
are universal (e.g. Plutchik, 1994), 
however, the emotional experience is 
very much culture-based (Solomon, 
1984). The reason is that “emotional 
meaning is a social rather than an in-
dividual achievement – an emergent 
product of social life” (Lutz, 1988; p. 5). 
Furthermore, like our thoughts and the 
language that we use to express them, 
meaning and regulation of emotion are 
also shaped by “the interest of cultural 

cohesion”, as pointed out by Bruner4 
(1990, p. 58).

To create the dynamic representa-
tion of different meanings of agents’ 
emotions, it is beneficial to use schemas 
for agents’ long-term memory that re-
cord significant events (events that are 
meaningful from the agent’s point of 
view). Since the 1920s, psychologists 
like Bartlett (1932) have been illustrat-
ing that humans appear to deal with 
complex structural knowledge by using 
memory schemata – not by storing ev-
erything in a ‘semantic bin’ which works 
like a warehouse. In computational 
terms, the memory schema provides 
us with empty slots to be filled in by 
recalling meaningful episodic informa-
tion from our long-term memory. This 
whole remembering process involves 
memory reconstructions of one’s past 
experiences and thus produces coherent 
narratives5 based on meaningful events 
which tend to be unforgettable in one’s 
life. Psychologists in recent decades 
identified this type of episodic long-term 
memory with personally significant 
events for individuals as autobiographic 
memory (Conway, 1990).

In light of our interests in agents’ 
cultural and emotional learning using 
computational autobiographic memory, 
this article reports our ongoing research 
into the emergence of agents’ knowl-
edge about the “self” and emotion in 
social simulations. We aim to develop 
a minimal cognitive agent architecture 
with essential components for IVAs 
to perform cultural understanding, to 
extend emotional knowledge and thus 
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eventually to be able to empathise with 
other agents or human users. In the rest 
of the article, we first review psycho-
logical literature illustrating cognitive 
representation of emotion concepts in 
human long-term memory. Next we 
discuss research in IVAs using emo-
tional models. Then we introduce au-
tobiographic memory for IVAs and our 
previous research using autobiographic 
agents with emotional expressions for 
narrative storytelling. Following that, 
we briefly introduce ORIENT (Over-
coming Refugee Integration using Em-
pathic Novel Technology) – a software 
application that is being developed that 
aims at helping teenagers in emotional 
and social learning. The next section 
illustrates several important modules 
in our agent architecture to support the 
implementation of agents’ personality 
and emotion, and the integration of 
autobiographic memory for extendable 
emotional knowledge for individual 
agents. Finally, future work is discussed 
in the concluding section.

BACKGROUND

In this section we introduce some es-
sential ideas that support our study in 
cultural and emotional learning for 
IVAs. These ideas are very much inter-
disciplinary, and they cover mainly the 
areas including 1) the presentation of 
emotion concepts in human long-term 
memory, 2) empathy, 3) memory and 
emotion, and 4) computational auto-

biographic agents. We will illustrate the 
interrelations that exist between them.

Representation of Emotion 
Concepts

Culture not only impacts the language 
that we use, non-verbal behaviour that 
we display, our gender roles, etc, but also 
influences our emotional expressions. 
Here we specifically focus on agents’ 
emotions because much psychological 
research has shown that emotion plays 
a critical role in our memory-encoding, 
decision-making, interaction with oth-
ers, and overall, intelligence (Salovey 
& Mayer, 1990). To create socially 
“friendly” IVAs, emotion is certainly 
a critical component to be integrated 
into the agent architecture. From this 
perspective, representing concepts of 
emotions is fundamentally important 
in agents’ memory.

In psychology, the way that humans 
encode concepts of different emotions 
has been commonly identified as a type 
of semantic representation. Emotion 
concepts, together with other concepts 
of semantic knowledge, are stored 
permanently in our long-term memory. 
Wyer & Srull (1989) suggested that, like 
concepts of personality, each emotion 
can be also conceptualised as a central 
node attaching different configurations 
as features. They further explained that 
these features may include verbal labels, 
representation of overt behaviours, etc. 
As an example, Figure 1 illustrates their 
idea about the cognitive representation 
of the emotion concept of “sad”.
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Understandably, features attached 
to the central node are derived from 
social learning. They are, however, not 
only used for expressing the internal 
emotional state of oneself; more in-
terestingly, in social interactions they 
are often used directly to interpret oth-
ers’ emotions. Consider the following 
scenario: A mother who observes her 
young son slamming the house door or 
performing another behaviour that she 
personally labels as “angry” may ask 
him “Why are you angry?”. Therefore, 
emotion concepts stored in the long-
term memory are crucial to daily life 
because the retrieval of these concepts 
can often help process observable infor-
mation in interaction with others and in 
the process of making a decision of how 
to react or respond to the situation.

Believable Agents and  
Modelling Emotion

Research on believable agents in Artifi-
cial Intelligence (AI), inspired by work 
on believable characters in the Arts, has 

been pioneered by the Oz project under 
the guidance of Joe Bates. A believ-
able character is “... one that provides 
the illusion of life, thus permitting the 
audience suspension.” (Bates 1994, 
p. 122). Work on believable agents in 
AI has grown significantly, a detailed 
overview in believable emotional agents 
can be found in (Loyall, 1997).

Integrating an emotion model into 
the design of an agent architecture is 
important for believable interactive 
virtual agents in applications such as 
computer games or training software. 
Marsella and Gratch (2003) utilised 
appraisal processes from the OCC 
model (Ortony et al, 1988) for believ-
able characters that perform in various 
applications. They state that appraisal 
variables enable agents to characterize 
the significance of events from the indi-
vidual’s perspective as the interpretation 
of each event is altered by an agent’s own 
beliefs, desires and intentions, and past 
events. To continue this research direc-
tion with computational autobiographic 
memory, our previous work developed 

Figure 1. Cognitive representation of the emotion concept “sad”
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a mechanism that creates significant 
experience for believable virtual char-
acters through OCC appraisal processes 
(Ho et al. 2007a).

Empathy

In addition to inferring others’ internal 
states, emotion concepts are fundamen-
tally important for the empathic process. 
Empathy refers to “any process where 
the attended perception of the object’s 
state generates a state in the subject 
that is more applicable to the object’s 
state or situation than to the subject’s 
own prior state or situation” (Preston 
& de Waal, 2002, p. 4). Contemporary 
empathy research agrees on two main 
aspects of the empathic process, one 
is cognitive, and the other is affective 
in nature (Davis, 1996; 2006). Both 
aspects are clearly relevant to our re-
search. Cognitive empathy focuses on 
the “intellectual or imaginative appre-
hension of another’s condition or state 
of mind without actually experiencing 
that person’s feelings” (Hogan, 1967, 
p. 308), resulting in an understanding 
of the target’s inner state. Affective 
empathy is described as “a vicarious 
affective response to another’s feeling” 
(Hoffman, 1977). Therefore, learning 
emotional expressions from another cul-
ture seems to rely on the understanding 
of internal states of the members of the 
culture and creating affective evaluative 
reactions towards them.

Furthermore, there can be two types 
of development for emotional reactions 
during the empathic process (Davis, 

2006): 1) Through a repeated simultane-
ous experience of an emotional expres-
sion in a target person and an emotion 
in the observer, 2) through associative 
processes, which work similarly, but 
rely more on memory representations 
of past experiences of the observer; 
these associations may emerge from 
visual perception of expressions or 
situational cues.

Autobiographic Memory and 
Emotion

Being aware of how high level empathic 
processes help in increasing the cultural 
understanding of others, we now study 
further a rather basic but essential con-
cept of attributing emotion to a specific 
kind of episodic memory – autobio-
graphic memory. In psychology, auto-
biographic memory has been introduced 
as memory that contains significant and 
meaningful personal experiences for a 
human being (Nelson, 1993). It serves 
important functions in providing the 
basis for social interaction, maintenance 
of a dynamic self-concept as well as 
the representation of the meaning of 
concepts (Conway, 1990). Moreover, 
when memories were plotted in terms of 
age-at-encoding highly similar life-span 
memory retrieval curves were observed: 
the periods of childhood amnesia6 
and the reminiscence bump7 were the 
same across cultures – suggesting that 
there are culturally invariant features 
of autobiographical memory that yield 
structurally similar memories across 
cultures (Conway et al, 2005).
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In the literature on human memory, 
it has been widely acknowledged that 
events associated with emotional expe-
riences partly constitute highly available 
memory. Psychologists and cognitive 
scientists also propose that when ex-
periencing an event with emotional 
content, a human’s cognitive system is 
more fully engaged in processing that 
event, in comparison to the processing of 
events which are not clearly associated 
with any strong emotional experience. 
This view can be further elaborated with 
respect to the frequency of rehearsal 
(Conway, 1990) – in that highly emo-
tionally intense events are more readily 
available for retrieval.

Personally significant events which 
are directly involved in the self memory 
structure, like first time experiences, can 
have stronger impacts on humans’ lives 
by creating a pre-existing knowledge 
structure for other similar events (Con-
way, 1990). These life events, together 
with events with emotions, indicate 
that central knowledge structures relat-
ing to the self have been employed in 
representing autobiographic memory. 
Nevertheless, studies e.g. from Markus 
& Kitayama (1991) suggest that emo-
tional processes may differ from the 
nature of the self-system. They further 
pointed out that both 1) the predominant 
eliciting conditions, and 2) the intensity 
and frequency of emotions expressed 
and experienced by individuals, vary 
dramatically according to one’s con-
strual of the self.

Computational Autobiographic 
Agents

Conceptually, an autobiographic agent 
is an embodied agent which dynami-
cally reconstructs its individual history 
(autobiography) during its life-time 
(Dautenhahn, 1996). This individual 
history helps autobiographic agents to 
develop individualised social relation-
ships and to communicate with others, 
which are characteristics of social in-
telligence. It has been suggested that 
autobiographic memory for agents may 
also lead to more appealing and human-
like engaging interactions, making the 
agents more pleasant and acceptable 
to humans.

Different types of computational 
memory architectures for Artificial Life 
autobiographic agents have been devel-
oped and experimentally evaluated in 
our previous research work, e.g. in (Ho 
et al, 2006). These architectures include 
memory modules which are commonly 
acknowledged in psychology: short-
term, long-term, and positively and 
negatively categorised memories. In 
a series of simulation experiments we 
showed that agents embedded with these 
computational autobiographic memo-
ries outperform Purely Reactive agents 
that do not remember past experiences 
in surviving in both static and dynamic 
environments.

In the paradigm of developing 
synthetic agent architectures, we pre-
viously proposed that 1) knowledge 
representations in the computational 
autobiographic memory can be based 
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on general episodes that agents have 
experienced and 2) goal structure, emo-
tion, and attention processes support and 
are influenced by the autobiographic 
knowledge (Ho & Watson, 2006). 
Autobiographic knowledge may also 
support long-term development and 
learning in synthetic agents as they gain 
new experience from acting in each 
new situation.

Our previous research also includes 
the investigation of how the engage-
ment of users can be increased in an 
interaction through the inclusion of 
believable agents with their own emo-
tions and autobiographic memory (Ho 
et al, 2007a; 2007b). Specifically, in Ho 
et al. (2007a), we incorporated the psy-
chological view that emotions can arise 
in response to both internal and external 
events. More importantly, both types of 
events have “a positively or negatively 
valenced meaning” (Salovey & Mayer 
1990, p. 186) for an individual agent.

More recently our study in Ho et al. 
(2008) shows that, embedded with com-
municative autobiographic memory, 
agents’ behaviours can be understood 
as intentional, narratively structured, 
and temporally grounded. Furthermore, 
the communication of experience can 
be seen to rely on emergent mixed nar-
rative reconstructions combining the 
experiences of several agents.

Earlier in this article we discussed 
the semantic representation of emo-
tion concepts and how these concepts 
can be learnt. Now we define learn-
ing in this article as more than just 

acquiring knowledge. Agents use the 
emotional knowledge to improve their 
performance – in the sense of achieving 
believability and performing cultural 
interactions with other agents and hu-
man users. We therefore focus on low 
level symbolic learning for agents 
aiming to increase their cultural and 
emotional knowledge through gaining 
experiences from interactions with other 
agents/users and using autobiographic 
memory.

CULTURAL AND  
EMOTIONAL LEARNING FOR 
SOCIAL AGENTS

This section presents the challenge of 
creating IVAs that are able to extend 
their emotional knowledge based on 
cultural interactions with other agents or 
users. We start with identifying several 
limitations of existing research in the 
area. We then introduce the software 
application ORIENT developed within 
the eCIRCUS project, the agent archi-
tecture and examples of story scenarios 
in which agents’ intercultural learning 
ability is required for human-agent 
interactions. Next, we present our 
agent architecture design and specify 
the minimum requirements for agents 
embedded with computational autobio-
graphic memory in ORIENT to be able 
to learn emotional knowledge through 
social and empathic interactions.
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Issues and Challenges

As discussed in the background section, 
humans represent concepts of emotion 
in long-term semantic memory. Im-
portantly, these concepts are not innate 
but each individual forms them either 
from one’s own cultural inheritance 
(i.e. knowledge acquired via folk tales, 
books or other media etc.) or from past 
meaningful personal experiences. For 
this reason, we may not be able to infer 
others’ emotions from purely observ-
able information during the interaction. 
Instead, backed up by the reviewed 
psychological literature, we argue that 
both cultural background knowledge as 
well as autobiographical experiences of 
a person or an agent play an important 
role in recognising and learning others’ 
emotional expressions.

One possible approach is to create a 
synthetic culture for a group of agents, 
so that each agent can have the same set 
of semantic knowledge for emotional 
expressions that represent their culture 
– this is our first step in the current 
implementation of ORIENT, which will 
be introduced in the next subsection. 
Unfortunately, when these agents are 
interacting with users in different cir-
cumstances, this set of static semantic 
knowledge is too limited.

Since developing a personality 
model which is valid across cultures is 
also essential to our research, we sug-
gest re-interpreting cultural dimensions 
in terms of personality traits. According 
to Triandis & Suh (2002), the basic 
personality traits in the Big Five model 

(Costa & McCrae, 1992) are the most 
suitable to incorporate cultural dimen-
sions. They argue that 1) the Big Five 
model is applicable to a wide variety 
of cultures, 2) traits are supposedly 
biologically based and they show the 
same pattern of developmental change 
in adulthood, and, most importantly, 3) 
acculturation effects can be found in the 
predicted direction. To give an example 
of point 3: if people live as part of a 
culture different from their own, then 
their behaviour and attitudes are likely 
to change by acclimatising to the lived 
in culture. 

Overall, the Big Five model repre-
sents five replicable, broad dimensions 
of personality: Extraversion, Agreeable-
ness, Conscientiousness, Neuroticism 
and Openness to experience. These five 
dimensions are, however, descriptive 
concepts that focus on illustrating how 
human behaviour can be traced back 
to psychological variables and their 
interplay. Therefore, they still need to 
be explicated in low-level structures and 
processes for our implementation.

With the consideration of the de-
velopmental stages that a person may 
pass through, the transition includes 
social and psychological changes. 
Hence, one shall undergo a time of 
important changes, which can be a 
cause of conflict, and a positive de-
velopment of personality or a clearer 
sense of psychological identity (Piaget, 
1952). Computationally capturing these 
changes from all agent interactions 
requires a careful design specification 
of episodic memory that allows agents 
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to remember those significant events. 
Therefore, in addition to the underlying 
personality model that the agent might 
be using, computational autobiographic 
memory is necessary here to establish 
the learning of emotional knowledge 
and to emphasise the cultural differences 
of a particular individual.

Furthermore, although we discussed 
above that empathy is a crucial psycho-
logical process to understand others’ 
internal states, modelling the empathic 
or similar processes, such as Theory 
of Mind (Premack & Woodruff, 1978; 
Baron-Cohen, 1991; Leslie, 1994), for 
agents is a highly challenging task. In 
the research field of believable IVAs, 
researchers have attempted to create 
empathic agents by, for example, using 
a data-driven affective architecture with 
human teaching examples (McQuiggan 
& Lester, 2006), or analysing human 
users’ physiological responses through 
skin conductance and electromyogra-
phy to guide the animated interface 
agents in performing empathic behav-
iour (Prendinger et al, 2006). However, 
in both examples the agent’s emotional 
knowledge is predefined by the designer 
and is not extendable.

Integrating emotion into agents’ 
behaviour modulation mechanisms has 
recently been widely studied, e.g. as part 
of a large European project called HU-
MAINE (HUMAINE, 2004). However, 
not many studies of agents’ emotional 
learning based on culture can be found. 
One can imagine the difficulties: learn-
ing new emotion concepts means to 

match the particular expression the user 
shows with his/her internal emotional 
states – however, typically virtual agents 
can neither perceive the user’s facial 
expression nor detect their physiological 
changes easily in real-time.

We argue that the first important 
step towards creating IVAs with abili-
ties of learning emotional knowledge 
about other cultures, and ultimately 
empathising with others, is to enable the 
agents’ long-term learning from mean-
ingful events. For example, through 
remembering its significant experi-
ences in the past agent_A learned that 
event_X always has a negative impact 
on its internal states and thus it gener-
ates a dislike emotion. Agent_A, after 
sometime, creates a concept “event_X 
is harmful and leading to a dislike 
emotion” and an associated avoidance 
action. With this conceptual knowledge 
derived from its own experiences, ini-
tially agent_A assumes that all other 
agents whom it meets have the same 
concept. Therefore when agent_A sees 
agent_B expressing a dislike emotion, 
it automatically infers that event_X (or 
similar events that have a same effect) 
has happened to agent_B. Afterward, 
intuitively agent_A expresses its con-
cern to agent_B and expects agent_B’s 
“feedback”. The feedback can be either 
a confirmation of the concept or an un-
expected result, both of them will lead to 
an update of agent_A’s existing concept 
for event_X and thus increase agent_A’s 
cultural emotional knowledge. Note that 
the complete description of empathic 
processes is shown in the next subsec-
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tion Specifications for computational 
autobiographic memory.

In addition to embedding compu-
tational autobiographic memory in the 
agent architecture, it is also essential to 
consider the “minimum requirements” 
as specifications for agents interacting 
with users or other agents. We aim to 
achieve that, eventually, both the agent’s 
long-term “self” and emotional knowl-
edge can emerge from such social and 
cultural interactions.

The Character-Based Approach

In this section we elaborate the charac-
ter-based approach, with the features 
that computational autobiographic 
memory can provide, as a potential 
solution to address the issues we raised 
above. In order to allow our agents to 
adapt themselves to distinct cultures 
and to be able to establish empathic 
relations with others, the computational 
autobiographic memory model focuses 
on agents’ knowledge representations 
and how information retrieved from 
autobiographic memory can support 
agents’ goal processing with the PSI 
theory’s “needs” as a foundation (see 
below for a detailed explanation of the 
PSI theory). In this model, meaningful 
episodic knowledge derived from an 
agent’s past experience forms events, 
episodes, themes and life periods8 in a 
bottom-up fashion. Each of them has an 
abstraction generated for representing 
general meanings to the agent itself 
during different periods of its lifetime 
in a temporal sequence. The technical 

design for this model can be found in 
(Ho et al, 2007b).

The main advantage of our auto-
biographic memory model is that it at-
tributes changes of internal states (e.g. 
emotions) in action-situation patterns to 
show the significance (to an agent itself) 
of past episodic experience. Thus this 
approach improves agents’ learning and 
adaptation. Moreover, various levels of 
abstraction can feature the production 
of narrative storytelling for describ-
ing agents’ past experiences as well 
as forming changeable personalities. 
Using autobiographic memory knowl-
edge to bias planning current goals is 
particularly suitable in creating dramatic 
acting for synthetic agents.

Since the full description of the story 
scenario in ORIENT (eCIRCUS, 2006) 
goes beyond the scope of this article, we 
provide 1) the design of a fundamental 
personality model with its integration 
into the main architecture, 2) an ex-
ample of the story scenario, and more 
importantly, 3) the detailed specifica-
tions of requirements for computational 
autobiographic memory based on the 
design for the ORIENT scenario and 
user-agent interaction.

Personality Model and Agent 
Architecture Implementation

In ORIENT we aim to use the descrip-
tive trait concepts from Big Five for 
modelling personality. However, in 
order to allow agents to generate re-
alistic and expressive behaviours in 
real-time from the personality model, 
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it is not possible to simply use those 
five static parameters as initiated. It 
means that we will need to create a set 
of low-level internal states for agents 
(as main characters interacting with us-
ers in the game) to capture the dynamic 
changes of these states and to map the 
Big Five personality traits into them. 
As pointed out by Schaub (1999), this 
approach will involve three levels of 
modelling work:

1.	 Descriptive level (Big Five) that 
provides information regarding 
each main character’s general ten-
dency in five (trait) dimensions.

2.	 Behavioural level (e.g. being friend-
ly, aggressive) indicates characters’ 
expression based on their personal-
ity during the game-play.

3.	 Low-level implementations of the 
system that generate behaviour 
through internal states (e.g. needs, 
intentions and goals)

The first step is to define the value of 
each character’s personality trait using 
the Big Five dimensions9. Story writers 
for the ORIENT scenario and psycholo-
gists collaborate and revise these trait 
values based on the original design of 
each character in the story. Then these 
(1st level) trait values will be “translated” 
into low-level internal states (3rd level) 
for generating characters’ motivations, 
intentions and goals. Finally, we expect 
that agents’ behaviour (2nd level) will 
emerge from the dynamics of internal 
states, computational autobiographic 

memory and planning processes hap-
pening in the agent architecture.

To create the low-level system, the 
first step is to integrate the motivation 
module from PSI theory proposed by 
psychologist Dietrich Dörner (Dörner, 
2003; Dörner & Hille, 1995). The 
original PSI theory is based on the idea 
that humans are motivated emotional-
cognitive beings; therefore it integrates 
cognitive processes, emotions and mo-
tivation. The motivation module in our 
agent architecture includes existential 
“needs” (Existence Preservation, Spe-
cies Preservation and Affiliation), and 
intellectual “needs” (Competence and 
Certainty). By mapping the correspond-
ing Big Five trait values predefined by 
the story writers and psychologists to 
the set-point (threshold) of each need, 
an individual character’s dynamic 
personality is created. For example, if 
character A was defined as a person who 
is secretive, wise and rarely speaking to 
new people, then part of his Big Five 
traits are: High Conscientiousness, low 
Extraversion and low Agreeableness. 
Therefore the relevant set-points for 
PSI needs translated from traits are: 
High Competence, High Certainty and 
Low Affiliation. Table 1 shows a brief 
guideline for the translation from Big 
Five traits to PSI needs. Note that the 
mapping from traits to needs is not one-
to-one in most cases.

All needs of each agent must be 
maintained in order to “survive” in 
the game environment. Therefore in-
dividual agents will try to reduce the 
deviation of each of their own need from 
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the set-point as much as possible at all 
times. Intentions of an agent are built 
according to the strength (as determined 
by the deviation) of a need, the success 
probability to satisfy the need from the 
semantic knowledge, past significant 
experiences in autobiographic memory, 
and urgency (the timeframe to satisfy a 
need). Whenever a need deviates from 
the set point, it activates the correspond-
ing intentions. In the case when several 
intentions are active in a given time, 
the strongest one will be selected and 
executed. To help depict the main ideas 
of the motivation-based architecture 
as well as the interactions between the 
computational autobiographic memory 
and other components, the overall de-
sign of the agent architecture is shown 
in Figure 2.

After the integration of needs for 
intention generation, we also utilise 
three types of behaviour modulators 
from PSI theory:

•	 Activation: Similar to the psycho-
logical concept of “arousal”, activa-
tion represents the preparedness for 
perception and reaction on the agent 
– speed of information processing. 

It increases with the general pres-
sure from the motivation system 
and the strength of the currently 
active intention. For example, if 
the environment poses threats to the 
agent and its activation level is high, 
we will expect a short reaction time 
from the agent – it needs relatively 
quick cognitive adaptations for the 
satisfaction of current needs. As a 
result, only superficial perception 
and planning may be observed. Thus 
the agent will be highly cautious 
and try to adapt its responses to the 
environmental conditions.

•	 Selection threshold: To prevent 
the currently active intention to 
be easily replaced by another 
equally strong intention, a selection 
threshold increases the strength of 
the current intention and prevents 
oscillation of behaviour by giv-
ing priority to the currently active 
intention. Therefore, low selection 
threshold means that the agent is 
easily distracted from its current 
intention, and vice versa.

•	 Resolution level: Resolution level 
determines the carefulness and at-
tentiveness of an agent’s behaviour – 

Big Five trait PSI needs

Neuroticism Many needs are highly activated at the same time

Extraversion High need for affiliation

Agreeableness Needs are generally not very activated or need long to exceed threshold

Conscientiousness High need for competence and certainty

Openness Low need for certainty, high need for competence

Table 1.
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the accuracy of cognitive processes, 
e.g. perception, planning, action 
regulation. It changes inversely 
to the activation value. Generally 
when the resolution level of the 
agent is high, it performs more 
extensive memory retrieval and 
generates either more alternative 
plans or a very detailed plan for 
achieving a selected intention.

Altogether these three modulators 
in the agent architecture establish the 
dynamic model of emotion as modula-
tion of “cognition” (here we refer to 
“cognition” as an agent’s perception, 
action-selection, memory access and 
planning). This unique aspect was 
derived from PSI theory, in which 
emotions are not explicitly defined but 
emerge from modulation of information 
processing and adaptation to the envi-
ronment, see Hille (2007) for details. In 
this case, an agent’s complex behaviours 

become apparent due to the value of 
these modulators modified by needs.

Taking other agents and events 
from the environment into account, not 
only will they be internally represented 
symbolically in the agents’ semantic 
memory (world knowledge), but the 
proposed agent architecture will also 
include their individual influence on 
the low-level needs. The strength of the 
influence is dependent upon an agent’s 
personality specification, and is also af-
fected by its own culture, and its existing 
experiences. Details of events which 
have brought significant impact to any 
of the agent’s internal needs, together 
with other agents involved (if there were 
any), will be stored in the autobiographic 
memory for guiding the agent’s future 
emotional and behavioural responses to 
the same type of events or agents. The 
relevant process is named appraisal, 
in line with other approaches to mod-
elling emotions in IVA architectures, 

Figure 2. ORIENT agent architecture that links components such as needs, goals, 
emotion and autobiographic memory
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e.g. (Marsella & Gratch, 2003). Similar 
to our previous work (Ho, 2007a), for 
the interpretation of different types of 
emotional impact, e.g. in order to gen-
erate an agent’s personal narrative, we 
utilise the OCC taxonomy (Ortony et 
al, 1988) as appraisal variables in the 
architecture.

Therefore, we also project the low-
level needs to these appraisal variables. 
For example, Like/Dislike refers to 
how an event impacts the character’s 
need for affiliation; Desirability (of 
an event to oneself) is determined by 
whether it satisfies or threatens to some 
extend the character’s overall needs; 
Desirability (for others) – depend-
ing on how an event affects the other 
character’s needs – is indeed important 
for an agent’s cultural and emotional 
knowledge learning, and defined by a 
self-as-first-person evaluation process 
(see the next subsection Empathising 
with others for details). Furthermore, 
Praiseworthiness10 is influenced by the 
agent’s need for certainty and need for 
competence, also taking into account 
the social and cultural background of 
individuals.

At the beginning of an interaction 
with a user or other agents , each agent’s 
internal needs will be initialised with 
random values together with a set of 
predefined “personality thresholds”. 
Based on the level of deviation that each 
of its current needs has, it generates 
intention(s) and activates goal(s) that are 
relevant to the perceived circumstances. 
The goal with the highest priority to 
be executed can be determined by the 

fact that it can satisfy the current most 
deviated need. Moreover, the agent’s 
competence level plus the past experi-
ences in its autobiographic memory will 
provide information for the calculation 
of the success probability for a particular 
goal. Therefore, both goal importance 
and goal success probability will be 
used to manage intention and thus ac-
tion selections.

We believe that, at a certain level, the 
composition of an agent’s internal needs, 
goals and autobiographic memory in the 
architecture can attribute “meanings” 
to its emotional expressions. During 
the processes of appraisal, the agent 
evaluates both 1) internally, the effect 
of the coping action that it has carried 
out on its needs and 2) externally, the 
environmental changes based on that ac-
tion. This mechanism allows agents with 
autobiographic memory to link their 
emotional expressions (for either inter-
nal or external events) to the changes of 
their internal needs. More importantly, 
their autobiographic memory records 
these “event-needs” relations as part 
of their life experiences, and thus they 
are able to infer the meaning of other 
agents’ emotional expressions.

An Example from ORIENT Story 
Scenario

ORIENT is focused on friendship and 
integration strategies and is aimed at 
13-14 year olds. It involves small groups 
of users interacting with a 3D virtual 
environment populated by intelligent 
agents from different fantasy cultures, 
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using innovative communication and 
control devices and a mission that re-
quires the teenage users to work together 
with the ORIENT cultures to save the 
planet. The users’ task is to interact with 
each of the cultures through a number of 
engagement scenarios with the ultimate 
aim of saving the planet.

One of the scenarios will be a for-
mal meal where agent_C has invited 
agent_D, which is from another culture 
on the planet, to join. The impact to 
agent_C’s internal needs starts when 
it observes agent_D perform (what is 
to agent_C) a completely novel ritual 
when eating – the perceived situation 
reduces the level of both certainty and 
competence because agent_D’s actions 
conflict with its own knowledge and 
expectation. This will then lead to an 
increase for these needs, and therefore, 
agent_C will adapt its future behaviour 
to take into consideration what they 
have just experienced. Since agent_C 
finds no relevant actions in the past to 
cope with the current situation, through 
the processes of Intention Selection and 
Plan Generation it chooses an emo-
tional coping strategy with the display 
of surprised emotion to agent_D. The 
coping behaviour and changes to inter-
nal needs, together with the context as 
well as the reaction from agent_D are 
encoded in agent_C’s autobiographic 
memory as a significant experience.

Since agent_D is from another 
culture, it may have a different reaction 
when perceiving agent_C’s ritual. This 
is due to the inclusion of the Big Five 
which provides a foundational personal-

ity for each agent to show their own dif-
ferences form others. The difference of 
reaction further leads to self-reflection 
and the creation of empathy – being 
aware of how others behave (see next 
subsection for details). 

Generally when encountering an 
unexpected situation, how much agents 
adjust their behaviour will depend on 
their personality and past experiences 
individually. In the same way each 
significant event, that brings changes to 
their needs and triggers the elicitation 
of their emotion, allows them to learn 
from experience. Therefore, the learning 
of cultural emotional knowledge can 
emerge from intercultural agent-agent 
and user-agent interactions.

Specifications for  
Computational Autobiographic 
Memory

Given that the agent architecture sup-
ports both motivation-based personali-
ties and appraisal models, the next key 
step is to produce the requirements that 
guide the integration of computational 
autobiographic memory. On the one 
hand these requirements are important 
to the conceptual specification of the 
overall architecture for ORIENT agents. 
On the other hand they are necessary 
in providing a method to validate the 
implementation of computational auto-
biographic memory.

Agents with “a life”: Auto-
biographic Memory stores and re-
constructs significant experiences that 
an agent derives from a long-term 
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interaction with its environment and 
surroundings (objects, other agents, hu-
man users). By using the rich amount of 
information in autobiographic memory, 
the agent can largely extend its tempo-
ral horizon (Nehaniv & Dautenhahn, 
1998; Nehaniv, 1999) which serves as 
an important foundation for an agent’s 
planning process. The extended tem-
poral horizon means that an agent’s 
autobiographic memory and the remem-
bering process provide ‘extrasensory’ 
meaningful information for the agent 
to modulate or guide its immediate or 
future behaviour – planning for future 
actions and story-telling about past or 
imagined events.

For example, it can relate the current 
situation to some particular moments in 
its memory, and then an action can be 
chosen based on the outcome desired by 
the agent. Therefore, ORIENT agents 
with autobiographic memory can be 
seen as “having a life” – a relatively long 
period of time – through developing 
such a kind of interaction history.

Repeated user-agent interac-
tions: To facilitate the development 
of autobiographic memory, we aim to 
have users interact repeatedly with the 
same agent for a considerable amount 
of time in ORIENT. On the one hand, 
with an initial semantic world knowl-
edge which is consistent with the agent’s 
cultural background, the users’ input can 
often violate an agent’s expectations 
and thus create significant events in its 
autobiographic memory. On the other 
hand, while learning a specific culture 
in ORIENT, it is important for users 

to create a long-term relationship with 
an agent from that culture. This rela-
tionship has two important aspects: 1) 
the behaviour performed by the agent 
precisely reflects its culture – avoiding 
knowledge inconsistency which may 
be created by other agents or users that 
the agents is interacting with; 2) users 
can easily relate a currently perceived 
experience from a particular situation 
to past interactions with a specific 
agent. The latter aspect indicates that 
individualised interactions, as opposed 
to anonymous ones, can be more effec-
tive in learning other cultures for users 
in ORIENT.

Most importantly, a long-term rela-
tionship implies that users are familiar 
with the agent – understanding its 
personality through typical reactions 
to external events. This allows users 
not only to infer the agent’s cultural 
background easily, but also to naturally 
engage empathically with the agent in 
various special occasions.

Forming relationships with 
agents: Other game characters in 
ORIENT which can provide pieces of 
information as cues for users to solve 
problems can be modelled as reactive 
agents (no autobiographic memory 
architecture) with the sole purpose of 
guiding users in ORIENT. In contrast, 
in long-term relationships developed 
through repeated interactions between 
the agent with autobiographic memory 
and users, both sides can gradually rec-
ognise each other’s role e.g. as friend, 
ally, or enemy, etc. From this perspec-
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tive, user-agent interactions in ORIENT 
emerge socially – the relationship drives 
the agent to behave differently when 
users are present, and also to behave 
differently in interactions with alterna-
tive users. This aspect also facilitates 
the link between an agents’ emotion 
and attitude. Furthermore, agents’ 
narratives can also be personalised 
for users – reconstructing events from 
autobiographic memory based on the 
history of the users’ interaction.

Supporting Emotional Coping: 
In Ho et al (2007a) we showed that 
FearNot! agents (child-like characters 
inhabiting a virtual environment de-
signed to teach school children how to 
better cope with bullying) possessing 
a simplified version of autobiographic 
memory can express their emotion by 
remembering past significant events (Ho 
et al, 2007; Dias et al, 2007). In Fear-
Not! a user can interact with a victim 
character by offering potential coping 
strategies, after watching episodes of 
bullying take place in a virtual school 
environment. Our aim in the ORIENT 
agent architecture is to utilize the pro-
cess of expressing emotion as one of 
the coping strategies when the agent is 
experiencing an unexpected situation.

Based on the information available 
to the agent from its autobiographic 
memory, a new set of goals will need to 
be formed in order to cope with the cur-
rent unexpected situation and to reduce 
this discrepancy between expected and 
actual events. If no relevant information 
can be found to re-formulate the goals, 
the agent will be forced to fall back on 

emotion-based coping strategies. In 
our previous work (Dias et al, 2007), 
the agent architecture FAtiMA was 
implemented with a series of appraisal 
mechanisms and emotion-based coping 
strategies rooted in the OCC model 
(Ortony et al, 1998).

In addition to influencing the nor-
mal goal formulation process, agents 
with emotion can also generate coping 
strategies in the case that their auto-
biographic memory is lacking. Finally, 
these new coping strategies are them-
selves encoded into the autobiographic 
memory and can be used in the future 
to create and continuously update the 
working “self” to support the goal ac-
complishment.

Empathising with others: In ORI-
ENT, we aim to create a concrete agent 
model with autobiographic memory and 
a feasible approach to enable agents to, 
at a certain level, “understand11” and 
thus empathise with others. The idea 
is to allow agents, by reconstructing 
past experiences, to reach the perceived 
physical-psychological states (e.g. emo-
tions) of the target agents as closely 
as possible – perception of the target 
agent’s feelings is a projection of the 
self. From the long-term autobiographic 
memory base, agents can remember 
past experiences which associate with 
specific physical-psychological states 
individually, as described in Ho et al 
(2007b). When a target agent’s physical-
psychological states are perceived by 
the empathiser (an agent that possesses 
autobiographic memory) then the em-
pathiser will attempt to “imagine” a 
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series of events in order to understand 
the target agent’s situation. This first 
step models cognitive empathy. After-
ward, through rehearsing the relevant 
experiences (internally re-perceiving 
these events from memory), the empa-
thizing agent reaches similar physical-
psychological states. This second step 
models affective empathy. At the end of 
this process the empathiser will express 
its physical-psychological states to the 
target agent; the target agent then may 
receive this empathy and feel experi-
entially “understood”, as suggested by 
Dautenhahn (1997, p. 20) “the concept 
of ‘experiential understanding’ can be 
described by dynamic mechanisms of 
resonance and synchronization”. She 
further proposed that the metaphor of 
viewing artefacts as dynamic systems, 
studying interactions between an arte-
fact and its environment, and correlating 
them with dynamics inside the agent 
could be a useful approach to experien-
tial grounding of ‘social understanding’ 
in agents. The computational modelling 
of empathy discussed in this article is 
inspired by this view.

Based on the empathy cycle 
(Dautenhahn, 1997, Barrett-Lennard, 
1993) the following necessary require-
ments and steps for modelling empathy 
in agents with autobiographic memory 
are suggested:

1.	 The “willingness” of the empathis-
ing agent after perceiving the target 
agent’s physical-psychological 
states: a precondition for empathy 
to occur is to listen personally 

with truly interested attention and 
non-judging receptivity (Barrett-
Lennard, 1997).

2.	 The available experience of the 
empathising agent: this enables the 
agent to “imagine” and thus “under-
stand” the target agent’s situation – 
remembering experiences, based on 
its own experiences or told by other 
agents, to allow an agent to reach 
the similar physical-psychological 
states that the target agent is cur-
rently in.

3.	 Rehearsal of the most appropri-
ate experience: after all relevant 
experiences are retrieved from 
the autobiographic memory base 
and reconstructed with general 
event representations (Ho et al, 
2007b), the empathiser selects 
the most similar experiences to 
rehearse internally12. The selected 
experience can bring the closest 
physical-psychological states (per-
ceived from the target agent) to a) 
itself – if the experience is from its 
own or to b) other agents – if the 
experience was derived from story-
telling or observation. Note that the 
reconstruction and selection of the 
most appropriate event is based on 
the empathiser’s own perspective, 
therefore cultural differences may 
create ‘difficulties’ for this agent 
to have a good understanding of 
the target agent’s situation. This 
exploration of such ‘difficulties’ is 
very relevant for ORIENT in order 
to support intercultural empathy.
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4.	 Verbal or other behavioural expres-
sion toward the target agent: based 
on the selected experience that was 
rehearsed internally, the empathiser 
performs a certain behaviour to 
show its understanding of the situ-
ation to the target agent.

5.	 Finally, the target agent will receive 
empathy and thus feel “understood”. 
Cultural differences may again cre-
ate problems for the target agent to 
understand the expressed empathis-
ing action from the empathizer.

With this set of minimum require-
ments given to both agent architecture 
design and human-agent interaction 
specification, the autobiography of 
each agent can be richly developed and 
thus the agent can react to situations in 
a more believable (human-like) way. 
Based on the psychologically inspired 
approach, we can assume that 1) the 
agent’s conceptualisation of emotional 
knowledge becomes more solid because 
meaning is now assigned to the indi-
vidual agent’s memory contents, e.g. as 
emotional impact; and 2) the inference 
of another’s emotions based on unique 
subsets of internal physiological reac-
tions can be established through the 
empathic processes.

As a result of having a dynamic per-
sonality model, appraisal processes and 
specifications of computational autobio-
graphic memory for the implementation 
of the ORIENT agent architecture, we 
expect that agents in ORIENT can 
achieve social learning of the “self” and 
emotion knowledge from other cultures 

in their autobiographic memory. Even-
tually the selective memory encoding 
processes for emotion concepts from 
an agent will include: observing the 
target agents’ behaviour, empathising, 
receiving feedback and exchanging 
experiences through communication 
with the agent.

CONCLUSION

In this article we discussed how agents 
can extend their emotional knowledge 
in social and cultural interactions with 
other agents or users. The computation-
ally feasible and psychologically sup-
ported approach we proposed here for 
the implementation of IVAs integrates 
computational autobiographic memory 
with a cross-cultural personality model 
and the specification of requirements 
that facilitate the interactions. Essen-
tially, computational autobiographic 
memory consists of temporal and epi-
sodic information encoded with sensory 
and emotional contents. As discussed 
in the previous section, it is critical to 
enable agents to have this kind of “au-
tobiography” to derive the meaning of 
emotions and thus to learn new emotion 
concepts from another culture.

The main direction for this work is to 
complete the technical implementation 
of both the personality model and the 
computational autobiographic memory 
and the integration of them into the main 
agent architecture for game characters 
in ORIENT. As described in the previ-
ous section, the main agent architecture 
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will be developed based on the PSI 
theory, and the emotion and appraisal 
models from the OCC taxonomy. Au-
tobiographic memory will then play an 
important role in generating emotions 
and perception within the character’s 
“mind”, e.g. the character may perform 
individual emotional reactions while 
encountering other characters or users. 
In order to achieve this, appraisal vari-
ables must be dynamic and determined 
from the agent’s experiences through the 
information stored in autobiographic 
memory. We also aim to carry out an 
evaluation in order to study whether the 
proposed memory model can increase 
the believability and interactivity of 
agents in the game played by different 
users.

Another future direction is to ex-
plore the social interaction between 
users and agents through gestures. Since 
using gestures can be a way to express 
one’s emotion, and meanings of a ges-
ture may vary in different cultures, this 
part of the research can extend the cur-
rent approach of cultural and emotional 
knowledge learning for both users and 
agents. It is supposed that at any time 
the user can perform any gesture in front 
of game characters, but some gestures 
might have very different connotations 
depending on the context of the social 
and cultural interaction. Currently our 
project is examining the possibility of 
using the Nintendo Wii Remote13 for 
recognising users’ gestures as new input 
interface for ORIENT.

Finally, we are also interested to 
investigate group simulations in cultural 

learning and interactions. As reported 
by studies in psychology, the peer-group 
is increasingly important to adolescents 
and 90% of them identify themselves 
with a peer group (Palmonari et al, 
1992). Also, according to the group 
socialization theory (Harris, 1996), 
teenagers’ identities are shaped more 
by their peers than their parents because 
of peer pressure present in their envi-
ronment. Therefore, modelling power 
relationships and the structure among 
members within a group is interesting 
– the expression of an agent’s emotion 
can be influenced by both cultural back-
ground and the position of the member 
in the group.
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EndNOTES
1	 Developmental psychologist Toma-

sello argues that many unique 
characteristics of humans are 
elaborations of one trait that arises in 
human infants at about nine months 
of age: the ability to understand 
other people as intentional agents 
(Tomasello, 1999).

2	 Markus and Kitayama (1991) argue 
that the independent and interdepen-
dent views of the self in psychology 
can have a systematic influence on 
different aspects of cognition, emo-
tion and motivation. They suggest 
that, in many cultures of the world, 
the Western notion of the self is seen 
as an independent entity “contain-
ing significant disposition attributes 
and as detached from context”. 
Next they point out, however, that 
in many other constructs the self is 
viewed as interdependent with the 
surrounding context, and it is the 
“other” or “the “self-in-relation-
to-other” that is focal in individual 
experience.

3	 Note, we do not claim that the 
artificial agents possess a concept 
of “self” comparable to that of e.g. 
human beings. We are using this 

concept in a computational sense 
with reference to an autobiographic 
memory architecture.

4	 Bruner (1990) quotes the results 
of Barlett’s serial reproduction ex-
periments in Remembering (1932), 
namely that the most distinctive 
characteristics of human memory 
schemata are 1) being under control 
of an affective cultural “attitude”, 
and 2) any “conflicting tendencies” 
likely to disrupt individual poise or 
to menace social life are likely to 
destabilize memory organization.

5	 In this article we define narrative as 
“a story being told by, perceived by, 
or remembered (reconstructed) by 
an agent”, thus a narrative requires 
a story and an agent interpreting this 
story. The agent’s motivations, goals 
and other internal states, as well as 
the context of when and where the 
story is being told, perceived or 
remembered, will influence how 
the story is being (re-)created. 
‘Narrative story-telling’ refers to 
the specific process of how a story 
is being told by an agent.

6	 Childhood amnesia suggests that 
children from birth to approximately 
5 years of age do not seem to form 
extensive personal episodic memo-
ries. For details, see (Wetzler& 
Sweeney, 1986).

7	 The reminiscence bump is the ef-
fect in the temporal distribution of 
autobiographical memory which 
suggests that people tend to recall 
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more personal events from adoles-
cence and early adulthood (10-25 
years) than personal events from 
other lifetime periods (Rubin et al, 
1986).

8	 Life-period’ or ‘life-time’ of an 
agent refers to the computational 
duration of its memory, in the sense 
of how long the agent interacts with 
and remembers experiences in its 
environment.

9	 Note that we are not using the Big 
Five model to operationalise cul-
tural differences in agents. We use 
it to create roles for a virtual role-
play approach which is only an aid 
or auxiliary means to implement 
personality differences in agents 
through need states. Personality 
dimensions such as the Big Five can 
be compared across cultures – em-
pirical data shows that their mean-
ing is comparable across different 
cultures in each dimension (Pike, 
1954; Leung & Bond, 1984).

10	 Praiseworthiness is the action that 
an agent performed a praise- or 
blame-worthy behaviour, from the 
observer’s point of view. Therefore 

it relates to an agent’s abilities to 1) 
predict the consequences of actions 
(need for certainty) and 2) master 
problems and tasks, e.g. satisfy 
one’s needs.

11	 Note that “understanding” as used 
in this article in a computational 
sense refers to the agent’s ability 
to relate experiences to its internal 
states and past experiences, it does 
not relate to the phenomenological 
nature of understanding in biologi-
cal systems.

12	 Rather than assigning the physical-
psychological states associated with 
a past experience directly to an 
agent, rehearsing this experience 
is necessary to allow the agent to 
have another comprehension of this 
event based on the existing semantic 
knowledge and activated goals. Fur-
thermore, when an agent rehearses a 
past experience internally, both the 
importance and endurance of this 
experience in the agent’s memory 
are increased.

13	 Please refer to the official Nintendo 
Wii controllers website: http://wii.
nintendo.com/controller.jsp.
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